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Audience

Preface

Oracle Data Guard is the most effective solution available today to protect the core
asset of any enterprise—its data, and make it available on a 24x7 basis even in the
face of disasters and other calamities.

This guide describes Oracle Data Guard technology and concepts, and helps you
configure and implement standby databases.

This preface contains the following topics:
« Audience

« Documentation Accessibility

« Organization

« Related Documentation

« Conventions

Oracle Data Guard Concepts and Administration is intended for database
administrators (DBAs) who administer the backup, restoration, and recovery
operations of an Oracle database system.

To use this document, you should be familiar with relational database concepts and
basic backup and recovery administration. You should also be familiar with the
operating system environment under which you are running Oracle software.
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Documentation Accessibility

Our goal is to make Oracle products, services, and supporting documentation
accessible, with good usability, to the disabled community. To that end, our
documentation includes features that make information available to users of
assistive technology. This documentation is available in HTML format, and contains
markup to facilitate access by the disabled community. Standards will continue to
evolve over time, and Oracle is actively engaged with other market-leading
technology vendors to address technical obstacles so that our documentation can be
accessible to all of our customers. For additional information, visit the Oracle
Accessibility Program Web site at

http://ww. oracl e. com accessi bility/

Accessibility of Code Examples in Documentation JAWS, a Windows screen
reader, may not always correctly read the code examples in this document. The
conventions for writing code require that closing braces should appear on an
otherwise empty line; however, JAWS may not always read a line of text that
consists solely of a bracket or brace.

Organization

XX

This document contains:
Part I, "Concepts and Administration"

Chapter 1, "Introduction to Oracle Data Guard"
This chapter offers a general overview of the Oracle Data Guard architecture.

Chapter 2, "Getting Started with Data Guard"

This chapter describes physical and logical databases in more detail and the various
interfaces you can use to manage the Data Guard configuration. It also describes the
operational requirements for using Data Guard and provides recommendations for
setting up directory structures on standby databases.

Chapter 3, "Creating a Physical Standby Database"
This chapter explains how to create a physical standby database.

Chapter 4, "Creating a Logical Standby Database"
This chapter explains how to create a logical standby database.



Chapter 5, "Log Transport Services"

This chapter introduces log transport services. It describes the data protection
modes that protect the production database against loss in the event of an
unplanned outage, and it provides procedures and guidelines for configuring log
transport services on a primary and standby database.

Chapter 6, "Log Apply Services"

This chapter introduces log apply services. It provides guidelines for managing log
apply services for physical and logical standby databases.

Chapter 7, "Role Management"

This chapter introduces role management services. It provides information about
database failover and switchover role transitions.

Chapter 8, "Managing a Physical Standby Database"

This chapter describes how to manage a physical standby database. It provides
information about monitoring and responding to events that affect a standby
database.

Chapter 9, "Managing a Logical Standby Database"

This chapter describes how to manage a logical standby database. It provides
information about managing SQL Apply, system tuning, and tablespace
management.

Chapter 10, "Data Guard Scenarios"

This chapter describes common database scenarios such as creating, recovering,
failing over, switching over, configuring, and backing up standby and primary
databases.

Part Il, "Reference”
Chapter 11, "Initialization Parameters"
This reference chapter describes initialization parameters for each Oracle instance,

including the primary database and each standby database in the Data Guard
environment.
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Chapter 12, "LOG_ARCHIVE_DEST_n Parameter Attributes"

This reference chapter provides syntax and examples for the attributes of the LOG _
ARCHI VE_DEST _n initialization parameter.

Chapter 13, "SQL Statements Relevant to Data Guard"

This reference chapter provides SQL statements that are useful for performing
operations on a Data Guard configuration.

Chapter 14, "Views Relevant to Oracle Data Guard"

This reference chapter lists views that contain useful information for monitoring the
Data Guard environment. It summarizes the columns contained in each view and
provides a description for each column.

Part lll, "Appendixes and Glossary"

Appendix A, "Troubleshooting Data Guard"

This appendix discusses troubleshooting tips for Data Guard and standby
databases.

Appendix B, "Data Guard and Real Application Clusters"

This appendix describes the primary and standby database configurations in a Real
Application Clusters environment.

Appendix C, "Cascaded Redo Log Destinations"

This appendix describes how to implement cascaded redo log file destinations,
whereby a standby database receives redo data from another standby database,
instead of directly from the primary database.

Appendix D, "Creating a Physical Standby Database with Recovery Manager"

This appendix describes how to use Recovery Manager to create a physical standby
database.

Appendix E, "Setting Archive Tracing"

This appendix describes how the LOG_ARCHI VE_TRACE parameter controls output
generated by the ARCn, LGWR, and foreground processes on the primary database,
and the RFS and FAL server processes on the standby database.



Appendix F, "Sample Disaster Recovery ReadMe File"

This appendix provides a sample ReadMe file that includes the kind of information
that the person who is making disaster recovery decisions would need when
deciding which standby database should be the target of the failover operation.

Related Documentation

Readers of Oracle Data Guard Concepts and Administration should also read:

The beginning of Oracle Database Concepts, that provides an overview of the
concepts and terminology related to the Oracle database and serves as a
foundation for the more detailed information in this guide.

The chapters in the Oracle Database Administrator's Guide that deal with
managing the control files, online redo log files, and archived redo log files.

The chapter in the Oracle Database Utilities that discusses LogMiner technology.

Oracle Data Guard Broker that describes the graphical user interface and
command-line interface for automating and centralizing the creation,
maintenance, and monitoring of Data Guard configurations.

Discussions in this book also refer you to the following guides:

Oracle Database SQL Reference

Oracle Database Reference

Oracle Database Backup and Recovery Basics

Oracle Database Backup and Recovery Advanced User's Guide
Oracle Net Services Administrator’s Guide

SQL*Plus User's Guide and Reference

Oracle High Availability Architecture and Best Practices

If you need to upgrade existing Data Guard configurations to this Oracle release,
see Oracle Database Upgrade Guide for complete instructions. In addition, refer to
Oracle Database Concepts for information about other Oracle products and features
that provide disaster recovery and high-availability solutions.

Also, see Oracle Streams Concepts and Administration for information about Oracle
Streams and the Streams Downstream Capture Database. The Streams downstream
capture process uses the Oracle Data Guard log transport services to transfer redo
data to log files on a remote database where a Streams capture process captures
changes in the archived redo log files at the remote destination.
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Printed documentation is available for sale in the Oracle Store at
http://oracl estore.oracle.conl
To download free release notes, installation documentation, white papers, or other

collateral, please visit the Oracle Technology Network (OTN). You must register
online before using OTN; registration is free and can be done at

http://otn. oracl e. com nmenber shi p/

If you already have a username and password for OTN, then you can go directly to
the documentation section of the OTN Web site at

http://otn.oracle.com docunentation/

Conventions

This section describes the conventions used in the text and code examples of this
document. The following table describes those conventions and provides examples
of their use.

Convention Meaning Example

[1 Brackets enclose one or more optional DECI MAL (digits [ , precision ])
items. Do not enter the brackets.

{} Braces enclose two or more items, one of { ENABLE | DI SABLE}

XXiv

which is required. Do not enter the braces.

A vertical bar represents a choice of two ~ { ENABLE | DI SABLE}

or more options within brackets or braces. COVP NOCOVP
Enter one of the options. Do not enter the [ RESS | RESS]

vertical bar.

Horizontal ellipsis points indicate either:

«  That we have omitted parts of the CREATE TABLE ... AS subquery;
code that are not directly related to
the example
SELECT col 1, col2, ... , coln FROM

« That you can repeat a portion of the

code enpl oyees;

Vertical ellipsis points indicate that we
have omitted several lines of code not
directly related to the example.



Convention Meaning Example
Bold Bold typeface indicates terms that are When you specify this clause, you create an
defined in the text or terms that appear in index-organized table.
a glossary, or both.
UPPERCASE Uppercase monospace typeface indicates  You can back up the database by using the
nonospace elements supplied by the system. BACKUP command.
E‘;'ni‘)ed Wi dth Use the DBMS_STATS.GENERATE_STATS
procedure.
| ower case Lowercase monospace typeface indicates Enter sql pl us to open SQL*Plus.
??szg?\?\f dth g);ecfls";?r?lfz‘J'Sleerr]gg]esiig('jrz(;;?]:znqzmes’ Back up the datafiles and control files in the
font) P PP ) / di sk1/ or acl e/ dbs directory.
The depart nment _i d, depar t nent _nane,
and | ocati on_i d columns are in the
hr . depart nent s table.
| ower case Lowercase monospace italic font You can specify the par al | el _cl ause.
??ingzg_a‘c/:fdt A represents placeholders or variables. Run Uol d_r el ease. SQL where ol d_
font) italic r el ease refers to the release you installed
prior to upgrading.
M xedCase Mixed-case monospace typeface indicates The St andbyFi | eManagenent property
nonospace a Data Guard broker database property. corresponds to the STANDBY_FI LE_
(fixed-wi dth The mixed case helps you visually MANAGEMENT initialization parameter.
font) differentiate a Data Guard broker

property from other system-supplied
elements, which are always shown in
uppercase typeface.

Mixed-case monospace typeface can also
indicate other programmatic elements.
Enter these elements as shown.

The JRepUti | class implements these
methods.

XXV



XXVi



What's New in Oracle Data Guard?

The features and enhancements described in this preface were added to Oracle Data
Guard in Release 10.1. The new features are described under the following main
areas:

« New Features Common to Physical and Logical Standby Databases
« New Features Specific to Physical Standby Databases

« New Features Specific to Logical Standby Databases

New Features Common to Physical and Logical Standby Databases

The following enhancements to Oracle Data Guard in Release 10.1 improve
ease-of-use, manageability, performance, and include innovations that improve
disaster recovery capabilities:

« Real-Time Apply

Data Guard log apply services can now apply redo data as it is received on the
logical or physical standby database, without waiting for the current standby
online redo log file to be archived. This allows reporting on more up-to-date
data, quicker failovers and switchovers, and reduces planned and unplanned
downtime.

See Also: Chapter 6, "Log Apply Services"

« Recovery Through Open Resetlogs

Data Guard supports recovery through open resetlogs by allowing recovery on
a standby database to react appropriately to a RESETLOGS operation, instead of
requiring the standby database to be re-created. Because an ALTER DATABASE
OPEN RESETLCGS statement is always issued after a point-in-time recovery or
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a Flashback Database operation, the recovery through resetlogs feature allows
the standby database to resume.

See Also: Section 10.4, "Using Flashback Database After Issuing
an Open Resetlogs Statement”

« Flashback Database Support

Data Guard supports the new Flashback Database feature that allows a standby
database to be quickly and easily flashed back to an arbitrary point in time. This
feature provides the following benefits when used with Data Guard:

— Flashback Database removes the need to re-create the primary database
after a failover. After a failover, the original primary database can now be
flashed back to a point in time before the failover and converted into a
standby database. Once all of the logs have been applied, the original
primary database can be switched back to the primary role.

— Provides an alternative to delaying the application of redo data to protect
against user errors or logical corruptions. Therefore, standby databases can
be more closely synchronized with the primary database, reducing failover
and switchover times.

See Also: See Section 6.2.2 and the Oracle Database Backup and
Recovery Advanced User's Guide for more information about using
Flashback Database

« Improved Redo Data Transmission Security

Data Guard log transport services now use authenticated network sessions to
transfer redo data among the members of a Data Guard configuration. If the
Oracle Advanced Security option is installed, security can be increased still
further by using encryption and integrity checksums on network transmission
of redo data.

See Also:  Section 5.3.3, "Providing for Secure Redo Data
Transmission”, Chapter 12, "LOG_ARCHIVE_DEST_n Parameter
Attributes”, and Oracle Advanced Security Administrator's Guide
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Improved Data Guard Support for Real Application Clusters

The Data Guard broker can now be used to manage Data Guard configurations
that contain Real Application Clusters primary or standby databases.

See Also: Oracle Data Guard Broker

Dynamically Add Standby Databases to Real Applications Clusters

It is now possible to dynamically add a standby database to a Data Guard
configuration that contains a Real Applications Clusters primary database,
when that primary database is operating in either the maximum protection or
the maximum availability level of protection, without shutting down the
primary database.

This enhancement requires using initialization parameters that are new in
Oracle Database 10g Release 1:

—  DB_UNI QUE_NAME
—  LOG_ARCH VE_CONFI G

See Also: Chapter 5, "Log Transport Services" and Chapter 12,
"LOG_ARCHIVE_DEST n Parameter Attributes"

Simplified Data Guard Configuration Management

The new VALI D_FOR attribute of the LOG_ARCHI VE_DEST n initialization
parameter can be used to create initialization parameter files that are role
independent. This simplifies switchovers and failovers because it is no longer
necessary to enable and disable role-specific archiving destinations after a
performing a database role transition. This feature makes it possible to use the
same parameter file whether the database is running in the primary or the
standby role.

See Also: Chapter 5, "Log Transport Services" and Chapter 12,
"LOG_ARCHIVE_DEST_n Parameter Attributes"

Automated Disk-Based Backup and Flashback Recovery

Managing files needed for backup and recovery is simplified when these files
are stored in a flash recovery area. If a flash recovery area is configured, Data
Guard will implicitly set the LOG_ARCHI VE_DEST_10 initialization parameter
to point to the flash recovery area and will use this destination for local
archiving unless you explicitly configure another local archive destination.
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See Also: Chapter 5, "Log Transport Services" and Oracle Database
Backup and Recovery Basics

Archiver Process Supports Remote Standby Redo Log Files

The archiver process (ARCn) can now transmit redo data to remote destinations
that are configured to use standby redo log files. Failovers are simplified when
this feature is used, because partially filled archived redo log files no longer
have to be registered before performing a failover.

See Also: Chapter 5, "Log Transport Services"

Change In Default Archival Behavior

The default archival processing in a Data Guard configuration has changed so
that archiver processes (ARCn) on the primary database will completely and
successfully archive the local online redo log files before transmitting the redo
data to remote standby destinations. Before release 10.1, the default behavior
was to transmit redo data to the standby destination at the same time the online
redo log file was being archived to the local online redo log files. This change
allows the redo log groups to be reused faster and reduces the likelihood of a
database hang due to lack of available redo log groups.

See Also: Section 5.3.1, "Using Archiver Processes (ARCn) to
Archive Redo Data"

Simplified Management of Redo Log Archiving

Automatic archiving is now enabled by default when a database is put into
archivelog mode.

See Also: Chapter 5, "Log Transport Services" and Oracle Database
Administrator’s Guide

Secure Redo Transmission

Log transport services now use authenticated network sessions to transfer redo
data. These sessions are authenticated using the SYS user password contained
in the password file. All databases in the Data Guard configuration must use a
password file, and the SYS password contained in this password file must be
identical on all systems. This authentication can be performed even if Oracle
Advanced Security is not installed, and provides some level of security when
shipping redo.



See Also: Section 5.3.3, "Providing for Secure Redo Data
Transmission" and the Oracle Advanced Security Administrator's
Guide

New Features Specific to Physical Standby Databases
The following list summarizes the new features that are specific to physical standby
databases in Oracle Database 10g:

= New Default Behavior for the STARTUP, MOUNT, and OPEN Statements

The STARTUP, MOUNT, and OPEN statements have new default behaviors that
simplify their use with a physical standby database:

— The STARTUP command will now start, mount and open a physical standby
database in read-only mode in a single step.

— The STANDBY DATABASE keywords are now optional when using the
ALTER DATABASE MOUNT statement to mount a physical standby
database.

— The READ ONLY keywords are now optional when using the ALTER
DATABASE OPEN statement to open a physical standby database.

See Also: Chapter 13, "SQL Statements Relevant to Data Guard"
and the Oracle Database SQL Reference

New Features Specific to Logical Standby Databases

Logical standby databases, first released with Oracle Database in Release 9.2, were
enhanced in this release to allow rolling upgrades, improve the overall ease-of-use
and manageability, expand the disaster recovery capabilities, and simplify the steps
to create a logical standby database. The following list summarizes the new features
for logical standby databases in Oracle Database 10g:

« Zero Downtime Instantiation

It is now possible to create a logical standby database without having to shut
down or quiesce the primary database. This is achieved by using an online
backup of the primary database and creating a logical standby control file.

See Also: Chapter 4, "Creating a Logical Standby Database"
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Rolling Database Upgrades with SQL Apply

In a future patchset release of Oracle Database 10g, it will be possible to do a
rolling upgrade using logical standby databases. The foundation for rolling
upgrades is now implemented into the SQL Apply technology so that the
primary database incurs minimal downtime when you upgrade Oracle
Database software on each database in the Data Guard configuration. For
example, using SQL Apply and logical standby databases, you will be able to
upgrade the Oracle Database software from patchset release 10.1.0.n to the next
database 10.1.0.(n+1) patchset release.

See Also: Section 9.2 and the ReadMe file for the applicable
Oracle Database 10g patchset release

Support for Maximum Protection Mode

With the introduction of support for standby redo log files, it is now possible to
have a logical standby database be part of a Data Guard configuration running
in maximum protection mode.

See Also: Section 5.6, "Setting Up a Data Protection Mode"

Support for Additional Datatypes

Logical standby databases now include support for LONG LONG RAWand
NCLOB data types. Also, support for index organized tables was added
provided the index organized table does not contain either an overflow
segment or any LOB column.

See Also: Section 4.1.1, "Determine Support for Datatypes and
Storage Attributes for Tables"
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Introduction to Oracle Data Guard

Oracle Data Guard ensures high availability, data protection, and disaster recovery
for enterprise data. Data Guard provides a comprehensive set of services that create,
maintain, manage, and monitor one or more standby databases to enable
production Oracle databases to survive disasters and data corruptions. Data Guard
maintains these standby databases as transactionally consistent copies of the
production database. Then, if the production database becomes unavailable because
of a planned or an unplanned outage, Data Guard can switch any standby database
to the production role, minimizing the downtime associated with the outage. Data
Guard can be used with traditional backup, restoration, and cluster techniques to
provide a high level of data protection and data availability.

With Data Guard, administrators can optionally improve production database
performance by offloading resource-intensive backup and reporting operations to
standby systems.

This chapter includes the following topics that describe the highlights of Oracle
Data Guard:

« Data Guard Configurations

« Data Guard Services

« Data Guard Broker

« Data Guard Protection Modes

« Data Guard and Complementary Technologies

« Summary of Data Guard Benefits
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1.1 Data Guard Configurations

A Data Guard configuration consists of one production database and one or more
standby databases. The databases in a Data Guard configuration are connected by
Oracle Net and may be dispersed geographically. There are no restrictions on where
the databases are located, provided they can communicate with each other. For
example, you can have a standby database on the same system as the production
database, along with two standby databases on other systems at remote locations.

You can manage primary and standby databases using the SQL command-line
interfaces or the Data Guard broker interfaces, including a command-line interface
(DGMGRL) and a graphical user interface that is integrated in Oracle Enterprise
Manager.

1.1.1 Primary Database

A Data Guard configuration contains one production database, also referred to as
the primary database, that functions in the primary role. This is the database that is
accessed by most of your applications.

The primary database can be either a single-instance Oracle database or an Oracle
Real Application Clusters database.

1.1.2 Standby Databases

A standby database is a transactionally consistent copy of the primary database.
Using a backup copy of the primary database, you can create up to nine standby
databases and incorporate them in a Data Guard configuration. Once created, Data
Guard automatically maintains each standby database by transmitting redo data
from the primary database and then applying the redo to the standby database.

Similar to a primary database, a standby database can be either a single-instance
Oracle database or an Oracle Real Application Clusters database.

A standby database can be either a physical standby database or a logical standby
database:

« Physical standby database

Provides a physically identical copy of the primary database, with on disk
database structures that are identical to the primary database on a
block-for-block basis. The database schema, including indexes, are the same. A
physical standby database is kept synchronized with the primary database by
recovering the redo data received from the primary database.
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« Logical standby database

Contains the same logical information as the production database, although the
physical organization and structure of the data can be different. The logical
standby database is kept synchronized with the primary database by
transforming the data in the redo received from the primary database into SQL
statements and then executing the SQL statements on the standby database. A
logical standby database can be used for other business purposes in addition to
disaster recovery requirements. This allows users to access a logical standby
database for queries and reporting purposes at any time. Also, using a logical
standby database, you can upgrade Oracle Database software and patch sets
with almost no downtime. Thus, a logical standby database can be used
concurrently for data protection, reporting, and database upgrades.

1.1.3 Configuration Example

Figure 1-1 shows a typical Data Guard configuration that contains a primary
database instance that transmits redo data to a physical standby database. The
physical standby database is remotely located from the primary database instance
for disaster recovery and backup operations. You can configure the standby
database at the same location as the primary database. However, for disaster
recovery purposes, Oracle recommends you configure standby databases at remote
locations.

Figure 1-1 shows a typical Data Guard configuration in which archived redo log
files are being applied to a physical standby database.

Figure 1-1 Typical Data Guard Configuration
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1.2 Data Guard Services

The following sections explain how Data Guard manages the transmission of redo
data, the application of redo data, and changes to the database roles:

Log Transport Services

Control the automated transfer of redo data from the production database to
one or more archival destinations.

Log Apply Services

Apply redo data on the standby database to maintain transactional
synchronization with the primary database. Redo data can be applied either
from archived redo log files, or, if real-time apply is enabled, directly from the
standby redo log files as they are being filled, without requiring the redo data to
be archived first at the standby database.

Role Management Services

Change the role of a database from a standby database to a primary database,
or from a primary database to a standby database using either a switchover or a
failover operation.

1.2.1 Log Transport Services

Log transport services control the automated transfer of redo data from the
production database to one or more archival destinations.

Log transport services perform the following tasks:

Transmit redo data from the primary system to the standby systems in the
configuration

Manage the process of resolving any gaps in the archived redo log files due to a
network failure

Enforce the database protection modes (described in Section 1.4)

Automatically detect missing or corrupted archived redo log files on a standby
system and automatically retrieve replacement archived redo log files from the
primary database or another standby database

1.2.2 Log Apply Services

The redo data transmitted from the primary database is written on the standby
system into standby redo log files, if configured, and then archived into archived
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redo log files. Log apply services automatically apply the archived redo data on the
standby database to maintain consistency with the primary database. It also allow
read-only access to the data.

The main difference between physical and logical standby databases is the manner
in which log apply services apply the archived redo data:

« For physical standby databases, Data Guard uses Redo Apply technology;,
which applies redo data on the standby database using standard recovery
techniques of an Oracle database, as shown in Figure 1-2.

Figure 1-2 Automatic Updating of a Physical Standby Database
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« For logical standby databases, Data Guard uses SQL Apply technology, which
first transforms the received redo data into SQL statements and then executes
the generated SQL statements on the logical standby database, as shown in

Figure 1-3.
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Figure 1-3 Automatic Updating of a Logical Standby Database
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1.2.3 Role Management Services

An Oracle database operates in one of two roles: primary or standby. Using Data
Guard, you can change the role of a database using either a switchover or a failover
operation. The services that control these aspects are called role management
services.

A switchover is a role reversal between the primary database and one of its standby
databases. A switchover guarantees no data loss. This is typically done for planned
maintenance of the primary system. During a switchover, the primary database
transitions to a standby role, and the standby database transitions to the primary
role. The transition occurs without having to re-create either database.

A failover is when the primary database is unavailable. Failover is performed only
in the event of a catastrophic failure of the primary database, and the failover
results in an irreversible transition of a standby database to the primary role. The
database administrator can configure Data Guard to ensure no data loss.
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1.3 Data Guard Broker

The Data Guard broker is a distributed management framework that automates and
centralizes the creation, maintenance, and monitoring of Data Guard
configurations. You can use either the Oracle Enterprise Manager graphical user
interface (GUI) or command-line interface (CLI) to automate and simplify:

« Creating and enabling Data Guard configurations, including setting up log
transport services and log apply services

« Managing an entire Data Guard configuration from any system in the
configuration

« Managing and monitoring Data Guard configurations that contain Real
Application Clusters primary or standby databases

In addition, the Oracle Enterprise Manager GUI automates and simplifies:

« Creating a physical or logical standby database from a backup copy of the
primary database

« Adding new or existing standby databases to an existing Data Guard
configuration

« Monitoring log apply rates, capturing diagnostic information, and detecting
problems quickly with centralized monitoring, testing, and performance tools

1.3.1 Using Oracle Enterprise Manager

Oracle Enterprise Manager ("Enterprise Manager") provides a Web-based interface
for viewing, monitoring, and administering primary and standby databases in a
Data Guard configuration. Enterprise Manager's easy-to-use interfaces combined
with the broker's centralized management and monitoring of the Data Guard
configuration enhance the Data Guard solution for high availability, site protection,
and data protection of an enterprise. Figure 1-4 shows the Data Guard management
overview page in Enterprise Manager.
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Figure 1-4 Data Guard Overview Page in Oracle Enterprise Manager
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From the Enterprise Manager Central Console, all management operations can be
performed locally or remotely. You can view home pages for Oracle databases,
including primary and standby databases and instances, create or add existing
standby databases, start and stop instances, monitor instance performance, view
events, schedule jobs, and perform backup and recovery operations. See Oracle Data
Guard Broker and the Oracle Enterprise Manager online help system.

1.3.2 Using the Data Guard Command-Line Interface

The Data Guard CLI enables you to control and monitor a Data Guard
configuration from the CLI prompt (DGMGRL) or within scripts. You can perform
most of the activities required to manage and monitor the databases in the
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configuration using the CLI. See Oracle Data Guard Broker for complete CLI reference
information and examples.

1.4 Data Guard Protection Modes

In some situations, a business cannot afford to lose data. In other situations, the
availability of the database may be more important than the loss of data. Some
applications require maximum database performance and can tolerate a potential
loss of data. The following descriptions summarize the three distinct modes of data
protection.

Maximum protection This protection mode guarantees that no data loss will occur
if the primary database fails. To provide this level of protection, the redo data
needed to recover each transaction must be written to both the local online redo log
and to the standby redo log on at least one standby database before the transaction
commits. To ensure data loss cannot occur, the primary database shuts down if a
fault prevents it from writing its redo stream to at least one remote standby redo

log.

Maximum availability This protection mode provides the highest level of data
protection that is possible without compromising the availability of the primary
database. Like maximum protection mode, a transaction will not commit until the
redo needed to recover that transaction is written to the local online redo log and to
at least one remote standby redo log. Unlike maximum protection mode, the
primary database does not shut down if a fault prevents it from writing its redo
stream to a remote standby redo log. Instead, the primary database operates in
maximum performance mode until the fault is corrected, and all gaps in redo log
files are resolved. When all gaps are resolved, the primary database automatically
resumes operating in maximum availability mode.

This mode guarantees that no data loss will occur if the primary database fails, but
only if a second fault does not prevent a complete set of redo data from being sent
from the primary database to at least one standby database.

Maximum performance This protection mode (the default) provides the highest
level of data protection that is possible without affecting the performance of the
primary database. This is accomplished by allowing a transaction to commit as soon
as the redo data needed to recover that transaction is written to the local online redo
log. The primary databases’s redo data stream is also written to at least one standby
database, but that redo stream is written asynchronously with respect to the
commitment of the transactions that create the redo data.
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When network links with sufficient bandwidth are used, this mode provides a level
of data protection that approaches that of maximum availability mode with
minimal impact on primary database performance.

The maximum protection and maximum availability modes require that a standby
redo log is configured on at least one standby database in the configuration. All
three protection modes require that specific log transport attributes be specified on
the LOG_ARCHI VE_DEST _n initialization parameter to send redo data to at least
one standby database. See Section 5.6 for complete information about the data
protection modes.

1.5 Data Guard and Complementary Technologies

Oracle Database provides several unique technologies that complement Data Guard
to help keep business critical systems running with greater levels of availability and
data protection than when using any one solution by itself. The following list
summarizes some Oracle high-availability technologies:

« Oracle Real Application Clusters (RAC)

RAC enables multiple independent servers that are linked by an interconnect to
share access to an Oracle database, providing high availability, scalability, and
redundancy during failures. RAC and Data Guard together provide the benefits
of both system-level, site-level, and data-level protection, resulting in high
levels of availability and disaster recovery without loss of data:

— RAC addresses system failures by providing rapid and automatic recovery
from failures, such as node failures and instance crashes. It also provides
increased scalability for applications.

— Data Guard addresses site failures and data protection through
transactionally consistent primary and standby databases that do not share
disks, enabling recovery from site disasters and data corruption.

Many different architectures using RAC and Data Guard are possible
depending on the use of local and remote sites and the use of nodes and a
combination of logical and physical standby databases. See Appendix B, "Data
Guard and Real Application Clusters" and Oracle High Availability Architecture
and Best Practices for RAC and Data Guard integration.

« Flashback Database

The Flashback Database feature provides fast recovery from logical data
corruption and user errors. By allowing you to flash back in time, previous
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versions of business information that might have been erroneously changed or
deleted can be accessed once again. This feature;

— Eliminates the need to restore a backup and roll forward changes up to the
time of the error or corruption. Instead, Flashback Database can roll back an
Oracle database to a previous point-in-time, without restoring datafiles.

— Provides an alternative to delaying the application of redo to protect against
user errors or logical corruptions. Therefore, standby databases can be more
closely synchronized with the primary database, thus reducing failover and
switchover times.

— Avoids the need to completely re-create the original primary database after
a failover. The failed primary database can be flashed back to a point in
time before the failover and converted to be a standby database for the new
primary database.

See Oracle Database Backup and Recovery Advanced User's Guide for information
about Flashback Database, and Section 6.2.2 for information delaying the
application of redo data.

Recovery Manager (RMAN)

RMAN is an Oracle utility that simplifies backing up, restoring, and recovering
database files. Like Data Guard, RMAN is a feature of the Oracle database and
does not require separate installation. Data Guard is well integrated with
RMAN, allowing you to:

— Use the Recovery Manager DUPLI CATE command to create a standby
database from backups of your primary database.

— Take backups on a physical standby database instead of the production
database, relieving the load on the production database and enabling
efficient use of system resources on the standby site. Moreover, backups can
be taken while the physical standby database is applying redo.

— Help manage archived redo log files by automatically deleting the archived
redo log files used for input after performing a backup.

See Appendix D, "Creating a Physical Standby Database with Recovery
Manager" and Oracle Database Backup and Recovery Basics.
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1.6 Summary of Data Guard Benefits

Data Guard offers these benefits:

Disaster recovery, data protection, and high availability

Data Guard provides an efficient and comprehensive disaster recovery and high
availability solution. Easy-to-manage switchover and failover capabilities allow
role reversals between primary and standby databases, minimizing the
downtime of the primary database for planned and unplanned outages.

Complete data protection

With standby databases, Data Guard guarantees no data loss, even in the face of
unforeseen disasters. A standby database provides a safeguard against data
corruption and user errors. Storage level physical corruptions on the primary
database do not propagate to the standby database. Similarly, logical
corruptions or user errors that cause the primary database to be permanently
damaged can be resolved. Finally, the redo data is validated when it is applied
to the standby database.

Efficient use of system resources

The standby database tables that are updated with redo data received from the
primary database can be used for other tasks such as backups, reporting,
summations, and queries, thereby reducing the primary database workload
necessary to perform these tasks, saving valuable CPU and 170 cycles. With a
logical standby database, users can perform normal data manipulation on
tables in schemas that are not updated from the primary database. A logical
standby database can remain open while the tables are updated from the
primary database, and the tables are simultaneously available for read-only
access. Finally, additional indexes and materialized views can be created on the
maintained tables for better query performance and to suit specific business
requirements.

Flexibility in data protection to balance availability against performance
requirements

Oracle Data Guard offers maximum protection, maximum availability, and
maximum performance modes to help enterprises balance data availability
against system performance requirements.

Automatic gap detection and resolution

If connectivity is lost between the primary and one or more standby databases
(for example, due to network problems), redo data being generated on the

1-12 Oracle Data Guard Concepts and Administration



Summary of Data Guard Benefits

primary database cannot be sent to those standby databases. Once a connection
is reestablished, the missing archived redo log files (referred to as a gap) are
automatically detected by Data Guard, which then automatically transmits the
missing archived redo log files to the standby databases. The standby databases
are synchronized with the primary database, without manual intervention by
the DBA.

Centralized and simple management

The Data Guard broker provides a graphical user interface and a command-line
interface to automate management and operational tasks across multiple
databases in a Data Guard configuration. The broker also monitors all of the
systems within a single Data Guard configuration.

Integration with Oracle Database

Data Guard is a feature of Oracle Database Enterprise Edition and does not
require separate installation.
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Getting Started with Data Guard

A Data Guard configuration contains a primary database and up to nine associated
standby databases. This chapter describes the following considerations for getting
started with Data Guard:

« Standby Database Types

« User Interfaces for Administering Data Guard Configurations
«» Data Guard Operational Prerequisites

« Standby Database Directory Structure Considerations

« Online Redo Logs, Archived Redo Logs, and Standby Redo Logs

2.1 Standby Database Types

A standby database is a transactionally consistent copy of an Oracle production
database that is initially created from a backup copy of the primary database. Once
the standby database is created and configured, Data Guard automatically
maintains the standby database by transmitting primary database redo data to the
standby system, where the redo data is applied to the standby database.

A standby database can be one of two types: a physical standby database or a
logical standby database. If needed, either type of standby database can assume the
role of the primary database and take over production processing. A Data Guard
configuration can include physical standby databases, logical standby databases, or
a combination of both types.

The following sections describe standby databases in more detail. See Oracle High
Auvailability Architecture and Best Practices for information that can help you
determine which type is most appropriate for your business.
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2.1.1 Physical Standby Databases

A physical standby database is physically identical to the primary database, with on
disk database structures that are identical to the primary database on a
block-for-block basis. The database schema, including indexes, are identical.

Data Guard maintains a physical standby database by performing Redo Apply.
When it is not performing recovery, a physical standby database can be open in
read-only mode.

« Redo Apply

The physical standby database is maintained by applying redo data from the
archived redo log files or directly from standby redo log files on the standby
system using the Oracle recovery mechanism. The recovery operation applies
changes block for block using the data block address. The database cannot be
opened while redo is being applied.

« Openread-only

The physical standby database can be open in read-only mode so that you can
execute queries on the database. While opened in read-only mode, the standby
database can continue to receive redo data, but application of the redo data
from the log files is deferred until the database resumes Redo Apply.

Although the physical standby database cannot perform both Redo Apply and be
opened in read-only mode at the same time, you can switch between them. For
example, you can run a physical standby database to perform Redo Apply, then
open it in read-only mode for applications to run reports, and then change it back to
perform Redo Apply to apply any outstanding archived redo log files. You can
repeat this cycle, alternating between Redo Apply and read-only, as necessary.

In either case, the physical standby database is available to perform backups.
Furthermore, the physical standby database will continue to receive redo data even
if archived redo log files or standby redo log files are not being applied at that
moment.

Benefits of a Physical Standby Database
A physical standby database provides the following benefits:

« Disaster recovery and high availability

A physical standby database enables a robust and efficient disaster recovery
and high availability solution. Easy-to-manage switchover and failover
capabilities allow easy role reversals between primary and physical standby
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databases, minimizing the downtime of the primary database for planned and
unplanned outages.

« Data protection

Using a physical standby database, Data Guard can ensure no data loss, even in
the face of unforeseen disasters. A physical standby database supports all
datatypes, and DDL and DML operations that the primary database can
support. It also provides a safeguard against data corruptions and user errors.
Storage level physical corruptions on the primary database do not propagate to
the standby database. Similarly, logical corruptions or user errors that cause the
primary database to be permanently damaged can be resolved. Finally, the redo
data is validated when it is applied to the standby database.

« Reduction in primary database workload

Oracle Recovery Manager (RMAN) can use physical standby databases to
off-load backups from the primary database saving valuable CPU and 1/0
cycles. The physical standby database can also be opened in read-only mode for
reporting and queries.

« Performance

The Redo Apply technology used by the physical standby database applies
changes using low-level recovery mechanisms, which bypass all SQL level code
layers; therefore, it is the most efficient mechanism for applying changes. This
makes the Redo Apply technology an efficient mechanism to propagate changes
among databases.

2.1.2 Logical Standby Databases

A logical standby database is initially created as an identical copy of the primary
database, but it later can be altered to have a different structure. The logical standby
database is updated by executing SQL statements. This allows users to access the
standby database for queries and reporting at any time. Thus, the logical standby
database can be used concurrently for data protection and reporting operations.

Data Guard automatically applies information from the archived redo log file or
standby redo log file to the logical standby database by transforming the data in the
log files into SQL statements and then executing the SQL statements on the logical
standby database. Because the logical standby database is updated using SQL
statements, it must remain open. Although the logical standby database is opened
in read/write mode, its target tables for the regenerated SQL are available only for
read-only operations. While those tables are being updated, they can be used
simultaneously for other tasks such as reporting, summations, and queries.
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Moreover, these tasks can be optimized by creating additional indexes and
materialized views on the maintained tables.

A logical standby database has some restrictions on datatypes, types of tables, and
types of DDL and DML operations. Section 4.1.1 describes the unsupported
datatypes and storage attributes for tables.

Benefits of a Logical Standby Database

A logical standby database provides similar disaster recovery, high availability, and
data protection benefits as a physical standby database. It also provides the
following specialized benefits:

« Efficient use of standby hardware resources

A logical standby database can be used for other business purposes in addition
to disaster recovery requirements. It can host additional database schemas
beyond the ones that are protected in a Data Guard configuration, and users can
perform normal DDL or DML operations on those schemas any time. Because
the logical standby tables that are protected by Data Guard can be stored in a
different physical layout than on the primary database, additional indexes and
materialized views can be created to improve query performance and suit
specific business requirements.

« Reduction in primary database workload

A logical standby database can remain open at the same time its tables are
updated from the primary database, and those tables are simultaneously
available for read access. This makes a logical standby database an excellent
choice to do queries, summations, and reporting activities, thereby off-loading
the primary database from those tasks and saving valuable CPU and I/0
cycles.

2.2 User Interfaces for Administering Data Guard Configurations

You can use the following interfaces to configure, implement, and manage a Data
Guard configuration:

«  Oracle Enterprise Manager

Enterprise Manager provides a GUI interface for the Data Guard broker that
automates many of the tasks involved in creating, configuring, and monitoring
a Data Guard environment. See Oracle Data Guard Broker and the Oracle
Enterprise Manager online help for information about the GUI and its wizards.
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« Command-line interface:
- SQL*Plus

Several SQL*Plus statements use the STANDBY keyword to specify operations
on a standby database. Other SQL statements do not include standby-specific
syntax, but they are useful for performing operations on a standby database.
See Chapter 13 for a list of the relevant statements.

— Initialization parameters

Several initialization parameters are used to define the Data Guard
environment. See Chapter 11 for a list of the relevant initialization parameters.

« Data Guard broker command-line interface

The Data Guard broker command-line interface is an alternative to using the
Enterprise Manager GUI. The command-line interface is useful if you want to
use the broker to manage a Data Guard configuration from batch programs or
scripts. See Oracle Data Guard Broker for complete information.

2.3 Data Guard Operational Prerequisites
The following sections describe operational requirements for using Data Guard:
« Hardware and Operating System Requirements

« Oracle Software Requirements

2.3.1 Hardware and Operating System Requirements

The following list describes hardware and operating system requirements for using
Data Guard:

« The operating system and platform architecture on the primary and standby
locations must be the same.

For example, this means a Data Guard configuration with a primary database
on a 32-bit Solaris system must have a standby database that is configured on a
32-bit Solaris system. Similarly, a primary database on a 64-bit HP-UX system
must be configured with a standby database on a 64-bit HP-UX system, and a
primary database on a 32-bit Linux on Intel system must be configured with a
standby database on a 32-bit Linux on Intel system, and so forth.

« The hardware (for example, the number of CPUs, memory size, storage
configuration) can be different between the primary and standby systems.
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If the standby system is smaller than the primary system, you may have to
restrict the work that can be done on the standby system after a switchover or
failover. The standby system must have enough resources available to receive
and apply all redo data from the primary database. The logical standby
database requires additional resources to translate the redo data into SQL
statements and then execute the SQL on the logical standby database.

« The operating system running on the primary and standby locations must be
the same, but the operating system release does not need to be the same. In
addition, the standby database can use a different directory structure from the
primary database.

2.3.2 Oracle Software Requirements
The following list describes Oracle software requirements for using Data Guard:

« Oracle Data Guard is available only as a feature of Oracle Database Enterprise
Edition. It is not available with Oracle Database Standard Edition. This means
the same release of Oracle Database Enterprise Edition must be installed on the
primary database and all standby databases in a Data Guard configuration.

Note: Itis possible to simulate a standby database environment
with databases running Oracle Database Standard Edition. You can
do this by manually transferring archived redo log files using an
operating system copy utility or using custom scripts that
periodically send archived redo log files from one database to the
other. The consequence is that this configuration does not provide
the ease-of-use, manageability, performance, and disaster-recovery
capabilities available with Data Guard.

Using Data Guard SQL Apply, you will be able to perform a rolling upgrade of
the Oracle database software from patchset release 10.1.0.n to the next database
10.1.0.(n+1) patchset release. During a rolling upgrade, you can run different
releases of the Oracle database (10.1.0.1 and higher) on the primary and logical
standby databases while you upgrade them, one at a time. For complete
information, see Section 9.2 and the ReadMe file for the applicable Oracle
Database 10g patchset release.

« If you are currently running Oracle Data Guard on Oracle8i database software,
see Oracle Database Upgrade Guide for complete information about upgrading to
Oracle Data Guard.
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« The primary database must run in ARCHIVELOG mode.

« The primary database can be a single instance database or a multi-instance Real
Application Clusters database. The standby databases can be single instance
databases or multi-instance Real Application Clusters (RAC) databases, and
these standby databases can be a mix of both physical and logical types. See
Oracle High Availability Architecture and Best Practices for more information about
configuring and using Oracle Data Guard with RAC.

« Each primary database and standby database must have its own control file.

« If astandby database is located on the same system as the primary database, the
archival directories for the standby database must use a different directory
structure than the primary database. Otherwise, the standby database may
overwrite the primary database files.

« To protect against unlogged direct writes in the primary database that cannot be
propagated to the standby database, turn on FORCE LOGG NGat the primary
database before performing datafile backups for standby creation. Keep the
database in FORCE LOGAE NGmode as long as the standby database is required.

« The user accounts you use to manage the primary and standby database
instances must have SYSDBA system privileges.

«  Oracle recommends that when you set up Oracle Automatic Storage
Management (ASM) and Oracle Managed Files (OMF) in a Data Guard
configuration, set it up symmetrically on the primary and standby database.
That is, if any database in the Data Guard configuration uses ASM, OMF, or
both, then every database in the configuration should use ASM, OMF, or both,
respectively. See the scenario in Section 10.9 for more information.

Note: Because some applications that perform updates involving
time-based data cannot handle data entered from multiple time
zones, consider setting the time zone for the primary and remote
standby systems to be the same to ensure the chronological
ordering of records is maintained after a role transition.

2.4 Standby Database Directory Structure Considerations

The directory structure of the various standby databases is important because it
determines the path names for the standby datafiles, archived redo log files, and
standby redo log files. If possible, the datafiles, log files, and control files on the
primary and standby systems should have the same names and path names and use
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Optimal Flexible Architecture (OFA) naming conventions. The archival directories
on the standby database should also be identical between sites, including size and
structure. This strategy allows other operations such as backups, switchovers, and
failovers to execute the same set of steps, reducing the maintenance complexity.

Otherwise, you must set the filename conversion parameters (as shown in

Table 2-1) or rename the datafile. Nevertheless, if you need to use a system with a
different directory structure or place the standby and primary databases on the
same system, you can do so with a minimum of extra administration.

The three basic configuration options are illustrated in Figure 2-1. These include:

A standby database on the same system as the primary database that uses a
different directory structure than the primary system. This is illustrated in
Figure 2-1 as St andby 1.

If you have a standby database on the same system as the primary database,
you must use a different directory structure. Otherwise, the standby database
attempts to overwrite the primary database files.

A standby database on a separate system that uses the same directory structure
as the primary system. This is illustrated in Figure 2-1 as St andby 2. This is the
recommended method.

A standby database on a separate system that uses a different directory
structure than the primary system. This is illustrated in Figure 2-1 as
St andby3.

Note: if any database in the Data Guard configuration uses ASM,
OMF, or both, then every database in the configuration should use
ASM, OMF, or both, respectively. See Chapter 10 for a scenario
describing how to set up OMF in a Data Guard configuration.
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Figure 2-1 Possible Standby Configurations

Computer System at Location 1

/ / oracl e/ dbs \

Oracle Oracle
Net Net

"
40
N

/ or acl e/ st andby/ dbs
Computer System at Location 2 Computer System at Location 3

/ oracl e/ dbs / di sk2/ FS3/ or acl e/ dbs

Table 2-1 describes possible configurations of primary and standby databases and
the consequences of each. In the table, note that the service name defaults to the
global database name, which is a concatenation of the database name (DB_NANE)
and domain name (DB_DOMAI N) parameters. If you do not explicitly specify unique
service names when the primary and standby databases reside on the same system,
the same default global database name will be in effect for both the primary and
standby databases.
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Table 2-1 Standby Database Location and Directory Options

Standby | Directory

System Structure Consequences

Same as Different = You must set the DB_UNI QUE_NAME initialization

primary | than parameter.

system Ens?;?r:y = You can either manually rename files or set up the DB_

(E’e uired) FI LE_NAME_CONVERT and LOG_FI LE_NAME_CONVERT
q initialization parameters on the standby database to
automatically update the path names for primary database
datafiles and archived redo log files and standby redo log
files in the standby database control file. (See Section 3.1.3.)
= You must explicitly set up unique service names for the

primary and standby databases with the SERVI CE_NAMES
initialization parameter.

«  The standby database does not protect against disasters
that destroy the system on which the primary and standby
databases reside, but it does provide switchover
capabilities for planned maintenance.

Separate | Same as =« You do not need to rename primary database files, archived
system primary redo log files, and standby redo log files in the standby
system database control file, although you can still do so if you
want a new naming scheme (for example, to spread the
files among different disks).

« By locating the standby database on separate physical
media, you safeguard the data on the primary database
against disasters that destroy the primary system.

Separate | Different = You can either manually rename files or set up the DB_

system than FI LE_NAME_CONVERT and LOG_FI LE_NAME_CONVERT
primary initialization parameters on the standby database to
system automatically rename the datafiles (see Section 3.1.3).

« By locating the standby database on separate physical
media, you safeguard the data on the primary database
against disasters that destroy the primary system.

2.5 Online Redo Logs, Archived Redo Logs, and Standby Redo Logs

The most crucial structures for Data Guard recovery operations are online redo logs,
archived redo logs, and standby redo logs. Redo data transmitted from the primary
database is received by the remote file server (RFS) process on the standby system
where the RFS process writes the redo data to archived log files or standby redo log
files. Redo data can be applied either after the redo is written to the archived redo
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log file or standby redo log file, or, if real-time apply is enabled, directly from the
standby redo log file as it is being filled.

This documentation assumes that you already understand the concepts behind
online redo logs and archived redo logs. Section 2.5.1 supplements the basic
concepts by providing information that is specific to Data Guard configurations.
Section 2.5.2 provides detailed information about using standby redo log files.

See Oracle Database Administrator's Guide for more information about redo logs and
archive logs, and Section 6.2.1 for information about real-time apply.

2.5.1 Online Redo Logs and Archived Redo Logs

Both online redo logs and archived redo logs are required in a Data Guard
environment:

« Online redo logs

Every instance of an Oracle primary database and logical standby database has
an associated online redo log to protect the database in case of an instance
failure. Physical standby databases do not have an associated online redo log,
because physical standby databases are never opened for read/write 1/0;
changes are not made to the database and redo data is not generated.

« Archived redo logs

An archived redo log is required because archiving is the method used to keep
standby databases transactionally consistent with the primary database.
Primary databases, and both physical and logical standby databases each have
an archived redo log. Oracle databases are set up, by default, to run in
ARCHIVELOG mode so that the archiver (ARCn) process automatically copies
each filled online redo log file to one or more archived redo log files.

Both the size of the online redo log files and the frequency with which a log switch
occurs can affect the generation of the archived redo log files at the primary site.
The Oracle High Availability Architecture and Best Practices provides recommendations
for log group sizing.

An Oracle database will attempt a checkpoint at each log switch. Therefore, if the
size of the online redo log file is too small, frequent log switches lead to frequent
checkpointing and negatively affect system performance on the standby database.
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2.5.2 Standby Redo Logs

A standby redo log is similar in all ways to an online redo log, except that a standby
redo log is used only when the database is running in the standby role to store redo
data received from the primary database.

A standby redo log is required to implement:

« The maximum protection and maximum availability levels of data protection
(described in Section 1.4 and in more detail in Section 5.6)

« Real-time apply (described in Section 6.2)
«» Cascaded redo log destinations (described in Appendix C)

Configuring standby redo log files is highly recommended on all standby databases
in a Data Guard configuration, because they provide a number of advantages:

« Because a standby redo log consists of preallocated files, a standby redo log
avoids the operating system overhead of file system metadata updates common
with sequential files (such as with an archive log).

« Standby redo log files can reside on raw devices, which may be important if
either or both the primary and standby databases reside in a Real Application
Clusters environment.

« Standby redo log files can be multiplexed using multiple members, improving
reliability over archived log files.

« During a failover, Data Guard can recover and apply more redo data from
standby redo log files than from the archived log files alone.

« The archiver (ARCn) process or the log writer (LGWR) process on the primary
database can transmit redo data directly to remote standby redo log files,
potentially eliminating the need to register a partial archived log file (for
example, to recover after a standby database crashes). See Chapter 5 for more
information.

Section 5.6.2 describes how to configure standby redo log files.
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Creating a Physical Standby Database

This chapter steps you through the process of creating a physical standby database.
It includes the following main topics:

« Preparing the Primary Database for Standby Database Creation
« Creating a Physical Standby Database
« Further Preparations

The steps described in this chapter configure the standby database for maximum
performance mode, which is the default data protection mode. Chapter 5 provides
information about configuring the different data protection modes. Also, the
discussions in this chapter assume that you specify initialization parameters in a
server parameter file (SPFILE), instead of a text initialization parameter file (PFILE).

See also:

«  Oracle Database Administrator's Guide for information about creating and using
server parameter files

« Oracle Data Guard Broker and the Enterprise Manager online help system for
information about using the graphical user interface to automatically create a
physical standby database

3.1 Preparing the Primary Database for Standby Database Creation

Before you create a standby database you must first ensure the primary database is
properly configured.

Table 3-1 provides a checklist of the tasks that you perform on the primary database
to prepare for physical standby database creation. There is also a reference to the
section that describes the task in more detail.
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Table 3-1 Preparing the Primary Database for Physical Standby Database Creation

Reference Task

Section 3.1.1 Enable Forced Logging

Section 3.1.2 Create a Password File

Section 3.1.3 Setting Primary Database Initialization Parameters
Section 3.1.4 Enable Archiving

Note: Perform these preparatory tasks only once. After you
complete these steps, the database is prepared to serve as the
primary database for one or more standby databases.

3.1.1 Enable Forced Logging

Place the primary database in FORCE LOGGE NG mode after database creation using
the following SQL statement:

SQA> ALTER DATABASE FCRCE LO33 NG

This statement can take a considerable amount of time to complete, because it waits
for all unlogged direct write 170 to finish.

3.1.2 Create a Password File

Create a password file if one does not already exist. Every database in a Data Guard
configuration must use a password file, and the password for the SYS user must be
identical on every system for redo data transmission to succeed. See Oracle Database
Administrator's Guide.

3.1.3 Setting Primary Database Initialization Parameters

On the primary database, you define initialization parameters that control log
transport services while the database is in the primary role. There are additional
parameters you need to add that control the receipt of the redo data and log apply
services when the primary database is transitioned to the standby role.

Example 3-1 shows the primary role initialization parameters that you maintain on
the primary database. This example represents a Data Guard configuration with a
primary database located in Chicago and one physical standby database located in
Boston. The parameters shown in Example 3-1 are valid for the Chicago database
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when it is running in either the primary or the standby database role. The
configuration examples use the names shown in the following table:

Database DB_UNIQUE_NAME Oracle Net Service Name
Primary chicago chicago
Physical standby boston boston

Example 3-1 Primary Database: Primary Role Initialization Parameters

CB_NAME=chi cago
B N QUE_NAME=chi cago
SERV CE_NAMES=chi cago
LOG ARCH VE_GONFI G=' DG OONFI G=( chi cago, bost on) '
QONTRCL_FI LES='/ archl/ chi cago/ control 1.ctl', '/arch2/ chicago/control 2.ctl'
LOG ARCH VE [EST 1=
' LOCATI ON\=/ ar chl/ chi cago/
VALI D FORF(ALL_LOEH LES ALL_ RAES
DB_UN QUE_NAME=chi cago'
LOG ARCH VE [EST 2=
' SERVI CE=bost on
VALI D FOR=( O\LI NE_LQ& LES, PR MARY_ROLE)
DB UN QUE_NAME=bost on'
LOG ARCH VE [EST_STATE 1=-ENABLE
LOG ARCH VE [CEST_STATE 2=ENABLE
REMOTE_LGG3 N_PASSWIRDFI LEEEXALUS VE
LOG ARCH VE FCRVAT=% _9% 9% . arc

These parameters control how log transport services transmit redo data to the
standby system and the archiving of redo data on the local file system. Note that the
example assumes the use of the ARCh processes (the default) to transmit redo data.
If you specify the LGWR process to transmit redo data to both the local and remote
destinations, also include the NET_TI MEQOUT attribute (described in Chapter 12) on
the LOG_ARCHI VE_DEST _ 2 initialization parameter.

Example 3-2 shows the additional standby role initialization parameters on the
primary database. These parameters take effect when the primary database is
transitioned to the standby role.

Example 3-2 Primary Database: Standby Role Initialization Parameters

FAL_SERVER=bost on
FAL_QLI ENT=chi cago
DB H LE NAME GONVERT=
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'/archl/boston/',"'/archl/ chicago/',"'/arch2/boston/','/arch2/chi cago/"
LGG FI LE_ NAME_ GONVERT=

"/archl/boston/','/archl/chicago/','/arch2/boston/','/arch2/ chi cago/"
STANDBY_FI LE_MANAGEMENT=AUTO

Specifying the initialization parameters shown in Example 3-2 sets up the primary
database to resolve gaps, converts new datafile and log file path names from a new
primary database, and archives the incoming redo data when this database is in the
standby role. With the initialization parameters for both the primary and standby
roles set as described, none of the parameters need to change after a role transition.

The following table provides a brief explanation about each parameter setting
shown in Examples 3-1 and 3-2.

Parameter Recommended Setting
DB_NAME Specify an 8-character name. Use the same name for all standby databases.
DB_UNI QUE_NAME Specify a unique name for each database. This name stays with the database and

does not change, even if the primary and standby databases reverse roles.

SERVI CE_NAMES Specify a service name for this standby database that is unique from the primary
database service name. If you do not explicitly specify unique service names
and the primary and standby databases are located on the same system, the
same default global name (consists of the database name, DB_NAME, and domain
name, DB_DOMAI N, parameters) will be in effect for both databases.

LOG_ARCHI VE_CONFI G Specify the DG_CONFI Gattribute on this parameter to list the DB_UNI QUE_
NANME of the primary and standby databases in the Data Guard configuration;
this enables the dynamic addition of a standby database to a Data Guard
configuration that has a Real Application Clusters primary database running in
either maximum protection or maximum availability mode. By default, the
LOG_ARCHI VE_CONFI Gparameter enables the database to send and receive
redo; after a role transition, you may need to specify these settings again using
the SEND, NOSEND, RECEI VE, or NORECEI VE keywords.

CONTRCL_FI LES Specify the path name for the control files on the primary database.
Example 3-1 shows how to do this for two control files. It is recommended that
a second copy of the control file is available so an instance can be easily
restarted after copying the good control file to the location of the bad control
file.
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Parameter

Recommended Setting

LOG_ARCHI VE_DEST n

LOG_ARCHI VE_DEST_STATE_n

REMOTE_LOGI N_
PASSWORDFI LE

LOG_ARCHI VE_FORNMAT

FAL_SERVER

FAL_CLI ENT

DB_FI LE_NAME_CONVERT

LOG_FI LE_NANME_CONVERT

Specify where the redo data is to be archived on the primary and standby
systems. In Example 3-1:

« LOG_ARCHI VE_DEST_1 archives redo data generated by the primary
database from the local online redo log files to the local archived redo log
files in Zarch1/chicago/.

« LOG_ARCHI VE_DEST_2 is valid only for the primary role. This destination
transmits redo data to the remote physical standby destination bost on.

Note: If a flash recovery area was configured (with the DB_ RECOVERY_FI LE_
DEST initialization parameter) and you have not explicitly configured a local
archiving destination with the LOCATI ONattribute, Data Guard automatically
uses the LOG_ARCHI VE_DEST_10 initialization parameter as the default
destination for local archiving. See Section 5.2.3 for more information. Also, see
Chapter 12 for complete the LOG_ARCHI VE_DEST_n information.

Specify ENABLE to allow log transport services to transmit redo data to the
specified destination.

Set the same password for SYS on both the primary and standby databases. The
recommended setting is either EXCLUSI VE or SHARED.

Specify the format for the archived redo log files using a thread (%t), sequence
number (%s), and resetlogs ID (%r). See Section 5.7.1 for another example.

Specify the Oracle Net service name of the FAL server (typically this is the
database running in the primary role). When the Chicago database is running in
the standby role, it uses the Boston database as the FAL server from which to
fetch (request) missing archived redo log files if Boston is unable to
automatically send the missing log files. See Section 5.8.

Specify the Oracle Net service name of the Chicago database. The FAL server
(Boston) copies missing archived redo log files to the Chicago standby database.
See Section 5.8.

Specify the path name and filename location of the primary database datafiles
followed by the standby location. This parameter converts the path names of the
primary database datafiles to the standby datafile path names. If the standby
database is on the same system as the primary database or if the directory
structure where the datafiles are located on the standby site is different from the
primary site, then this parameter is required. Note that this parameter is used
only to convert path names for physical standby databases.

Specify the location of the primary database online redo log files followed by
the standby location. This parameter converts the path names of the primary
database log files to the path names on the standby database. If the standby
database is on the same system as the primary database or if the directory
structure where the log files are located on the standby system is different from
the primary system, then this parameter is required.
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Parameter Recommended Setting

STANDBY_FI LE_MANAGEMENT  Set to AUTOso when datafiles are added to or dropped from the primary
database, corresponding changes are made automatically to the standby
database.

Caution: Review the initialization parameter file for additional
parameters that may need to be modified. For example, you may
need to modify the dump destination parameters (BACKGROUND _
DUMP_DEST, CORE_DUMP_DEST, USER_DUMP_DEST) if the
directory location on the standby database is different from those
specified on the primary database. In addition, you may have to
create directories on the standby system if they do not already exist.

3.1.4 Enable Archiving

If archiving is not enabled, issue the following statements to put the primary
database in ARCHIVELOG mode and enable automatic archiving:

SQ> SHUTDOM | MEDI ATE,
SQ> STARTUP MOUNT;

SQ> ALTER DATABASE ARCH VELOG
SQ> ALTER DATABASE CPEN

See Oracle Database Administrator's Guide for information about archiving.

3.2 Creating a Physical Standby Database

This section describes the tasks you perform to create a physical standby database.

Table 3-2 provides a checklist of the tasks that you perform to create a physical
standby database and the database or databases on which you perform each task.
There is also a reference to the section that describes the task in more detail.

Table 3-2 Creating a Physical Standby Database

Reference  Task Database
Section 3.2.1  Create a Backup Copy of the Primary Database Datafiles Primary
Section 3.2.2  Create a Control File for the Standby Database Primary
Section 3.2.3  Prepare an Initialization Parameter File for the Standby Database Primary
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Table 3-2 (Cont.) Creating a Physical Standby Database

Reference  Task Database
Section 3.2.4  Copy Files from the Primary System to the Standby System Primary
Section 3.2.5 Set Up the Environment to Support the Standby Database Standby
Section 3.2.6  Start the Physical Standby Database Standby
Section 3.2.7  Verify the Physical Standby Database Is Performing Properly Standby

3.2.1 Create a Backup Copy of the Primary Database Datafiles

You can use any backup copy of the primary database to create the physical standby
database, as long as you have the necessary archived redo log files to completely
recover the database. Oracle recommends that you use the Recovery Manager
utility (RMAN).

See Oracle High Availability Architecture and Best Practices for backup
recommendations and Oracle Database Backup and Recovery Advanced User's Guide to
perform an RMAN backup operation.

3.2.2 Create a Control File for the Standby Database

If the backup procedure required you to shut down the primary database, issue the
following SQL*Plus statement to start the primary database:

S > STARTUP MOUNT,
Then, create the control file for the standby database, and open the primary
database to user access, as shown in the following example:

SA> ALTER DATABASE CREATE STANDBY GONTRCLH LE AS '/t np/ boston. ctl';
SQL> ALTER DATABASE OPEN;

Note: You cannot use a single control file for both the primary and
standby databases.

3.2.3 Prepare an Initialization Parameter File for the Standby Database

Perform the following steps to create a standby initialization parameter file.
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Step 1 Copy the primary database parameter file to the standby database.

Create a text initialization parameter file (PFILE) from the server parameter file
(SPFILE) used by the primary database; a text initialization parameter file can be
copied to the standby location and modified. For example:

SQ > CREATE PFILE= /tnp/initboston.ora® FROM SPFI LE

Later, in Section 3.2.5, you will convert this file back to a server parameter file after
it is modified to contain the parameter values appropriate for use with the physical
standby database.

Step 2 Set initialization parameters on the physical standby database.

Although most of the initialization parameter settings in the text initialization
parameter file that you copied from the primary system are also appropriate for the
physical standby database, some modifications need to be made.

Example 3-3 shows the portion of the standby initialization parameter file where
values were modified for the physical standby database. Parameter values that are
different from Example 3-1 and Example 3-2 are shown in bold typeface. The
parameters shown in Example 3-3 are valid for the Boston database when it is
running in either the primary or the standby database role.

Example 3-3 Modifying Initialization Parameters for a Physical Standby Database

CB_NAME=chi cago
CB_UN QUE_NAME=bost on
SERV CE_NAMES=bost on
LOG ARCH VE_GONFI G=' DG OONH G=( chi cago, bost on)*
QONTRCQL_FI LES=' /archl/ boston/control 1. ctl', '/arch2/ boston/control 2.ctl'
B F LE NAME CONVERT=
'/archl/ chicago/',' /archl/boston/','/arch2/ chicago/','/arch2/ boston/'
LGG FI LE_ NAME GONVERT=
' /archl/ chicago/',' /archl/ boston/',"'/arch2/ chicago/',"/arch2/boston/'
LOG ARCH VE_FCRVAT=l og%_9% 9% . arc
LOG ARCH VE [EST 1=
' LOCATI ON= ar chl/ bost on/
VALI D FOR=(ALL_LOGH LES ALL_ ROES)
DB UN QUE_NAME=bost on'
LOG ARCH VE _[EST 2=
' SRV CE=chi cago
VALI D FOR=( O\LI NE_LQ&H LES, PR MARY_ROLE)
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DB_UN QUE_NAME=chi cago'
LGOS ARCH VE _DEST_STATE 1=ENABLE
LGOS ARCH VE _DEST_STATE 2=ENABLE
REMOTE _LO3 N PASSWIRDH LE=EXQLUS VE
STANDBY_F LE_MANAGEMENT=AUTO
| NSTANCE_NAME=bost on
FAL_SERVER=chi cago
FAL_ QLI ENT=bost on

Note that the example assumes the use of the ARCn processes (the default) to
transmit redo data. If you specify the LGWR process to transmit redo data to both
the local and remote destinations, also include the NET_TI MEQUT attribute
(described in Chapter 12) on the LOG_ARCHI VE_DEST_ 2 initialization parameter.

In addition, ensure the COMPATI BLE initialization parameter is set to the same
value on both the primary and standby databases. If the values differ, log transport
services may be unable to transmit redo data from the primary database to the
standby databases. In a Data Guard configuration, COVPATI BLE must be set to a
minimum of 9.2.0.1.0. However, if you want to take advantage of new Oracle
Database 10g features, set the COVPATI BLE parameter to 10.1.0.0 or higher.

It is always a good practice to use the SHOWN PARAMETERS command to verify no
other parameters need to be changed.

The following table provides a brief explanation about the parameter settings
shown in Example 3-3 that have different settings from the primary database.

Parameter

Recommended Setting

DB_UNI QUE_NAVE

SERVI CE_NAMES

CONTRCL_FI LES

Specify a unique name for this database. This name stays with the database and
does not change even if the primary and standby databases reverse roles.

Specify a service name for this standby database that is unique from the primary
database service name. If you do not explicitly specify unique service names
and the primary and standby databases are located on the same system, the
same default global name (comprised of the database name, DB_NAME, and
domain name, DB_DOMAI N, parameters) will be in effect for both databases.

Specify the path name for the control files on the standby database. Example 3-3
shows how to do this for two control files. It is recommended that a second copy
of the control file is available so an instance can be easily restarted after copying
the good control file to the location of the bad control file.

Creating a Physical Standby Database 3-9



Creating a Physical Standby Database

Parameter

Recommended Setting

DB_FI LE_NANME_CONVERT

LOG_FI LE_NANME_CONVERT

LOG_ARCHI VE_DEST n

| NSTANCE_NAVE

FAL_SERVER

FAL_CLI ENT

Specify the path name and filename location of the primary database datafiles
followed by the standby location. This parameter converts the path names of the
primary database datafiles to the standby datafile path names. If the standby
database is on the same system as the primary database or if the directory
structure where the datafiles are located on the standby site is different from the
primary site, then this parameter is required.

Specify the location of the primary database online redo log files followed by
the standby location. This parameter converts the path names of the primary
database log files to the path names on the standby database. If the standby
database is on the same system as the primary database or if the directory
structure where the log files are located on the standby system is different from
the primary system, then this parameter is required.

Specify where the redo data is to be archived. In Example 3-3:

« LOG_ARCHI VE_DEST_1 archives redo data received from the primary
database to archived redo log files in Zarch1/boston/.

« LOG _ARCHI VE_DEST_2 is currently ignored because this destination is
valid only for the primary role. If a switchover occurs and this instance
becomes the primary database, then it will transmit redo data to the remote
Chicago destination.

Note: If a flash recovery area was configured (with the DB_RECOVERY_FI LE_
DEST initialization parameter) and you have not explicitly configured a local
archiving destination with the LOCATI ONattribute, Data Guard automatically
uses the LOG_ARCHI VE_DEST_10 initialization parameter as the default
destination for local archiving. See Section 5.2.3 for more information. Also, see
Chapter 12 for complete information about LOG_ARCHI VE_DEST _n.

Specify a different value for the standby database than the primary database
when the primary and standby databases reside on the same system.

Specify the Oracle Net service name of the FAL server (typically this is the
database running in the primary role). When the Boston database is running in
the standby role, it uses the Chicago database as the FAL server from which to
fetch (request) missing archived redo log files if Chicago is unable to
automatically send the missing log files. See Section 5.8.

Specify the Oracle Net service name of the Boston database. The FAL server
(Chicago) copies missing archived redo log files to the Boston standby database.
See Section 5.8.
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Caution: Review the initialization parameter file for additional
parameters that may need to be modified. For example, you may
need to modify the dump destination parameters (BACKGROUND _
DUMP_DEST, CORE_DUMP_DEST, USER_DUMP_DEST) if the
directory location on the standby database is different from those
specified on the primary database. In addition, you may have to
create directories on the standby system if they do not already exist.

3.2.4 Copy Files from the Primary System to the Standby System

Use an operating system copy utility to copy the following binary files from the
primary system to the standby system:

« Backup datafiles created in Section 3.2.1
« Standby control file created in Section 3.2.2

« Initialization parameter file created in Section 3.2.3

3.2.5 Set Up the Environment to Support the Standby Database

Perform the following steps to create a Windows-based service, create a password
file, set up the Oracle Net environment, and create a SPFILE.

Step 1 Create a Windows-based service.

If the standby system is running on a Windows-based system, use the ORADIM
utility to create a Windows Service and password file. For example:

WNNT> oradi m-NEW-S D boston -1 NTPWD password - STARTMIDE nanual

See Oracle Database Platform Guide for Windows for more information about using the
ORADIM utility.

Step 2 Create a password file.

On platforms other than Windows, create a password file, and set the password for
the SYS user to the same password used by the SYS user on the primary database.
The password for the SYS user on every database in a Data Guard configuration
must be identical for redo transmission to succeed. See Oracle Database
Administrator’s Guide.
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Step 3 Configure listeners for the primary and standby databases.

On both the primary and standby sites, use Oracle Net Manager to configure a
listener for the respective databases.

To restart the listeners (to pick up the new definitions), enter the following
LSNRCTL utility commands on both the primary and standby systems:

%I snrctl stop
%I snrctl start

See Oracle Net Services Administrator®s Guide.

Step 4 Enable broken connection detection on the standby system.

Enable broken connection detection by setting the SQLNET. EXPI RE_TI ME
parameter to 2 (minutes) in the SQLNET. ORA parameter file on the standby system.
For example:

SQLNET. EXPI RE_TI ME=2

See Oracle Net Services Administrator's Guide.

Step 5 Create Oracle Net service names.

On both the primary and standby systems, use Oracle Net Manager to create a
network service name for the primary and standby databases that will be used by
log transport services.

The Oracle Net service name must resolve to a connect descriptor that uses the
same protocol, host address, port, and SID that you specified when you configured
the listeners for the primary and standby databases. The connect descriptor must
also specify that a dedicated server be used. See the Oracle Net Services
Administrator's Guide and the Oracle Database Administrator's Guide.

Step 6 Create a server parameter file for the standby database.

If you plan to immediately transition the physical standby database to a logical
standby database (as described in Chapter 4, "Creating a Logical Standby
Database"), then skip this step and proceed with the instructions in Section 3.2.6.

On an idle standby database, use the SQL CREATE statement to create a server
parameter file for the standby database from the text initialization parameter file
that was edited in Step 2 on page 3-8. For example:

SQ > CREATE SPFILE FROMPH LE= i nitboston. ora’ ;
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3.2.6 Start the Physical Standby Database
Perform the following steps to start the physical standby database and Redo Apply.

Step 1 Start the physical standby database.
On the standby database, issue the following SQL statements to start and mount the
database in read-only mode:

SA> STARTUP CPEN READ A\LY;

Do not open the database; it should remain closed to user access; a physical standby
database must be in the mounted state (or open in read-only mode) to receive redo
data.

Step 2 Create a new temporary file for the physical standby database.

If you plan to immediately transition the physical standby database to a logical
standby database (as described in Chapter 4, "Creating a Logical Standby
Database"), then skip this step and proceed with the instructions in Step 3.

Creating a new temporary file on the physical standby database now, rather than
later, is beneficial. Temporary files enable disk sorting when the database is open in
read-only mode and prepare the database for future role transitions.

To add temporary files to the physical standby database, perform the following
tasks:

1. Identify the tablespaces that should contain temporary files. Do this by entering
the following command on the standby database:

SQ > SH ECT TABLESPACE NAME FRCM DBA TABLESPACES
2> WHERE CONTENTS = ' THWARARY ;

2. Add new temporary files to the standby database.

For each tablespace identified in the previous query, add a new temporary file
to the standby database. The following example adds a new temporary file
called TEMP1 with size and reuse characteristics that match the primary
database temporary files:

SA> ALTER TABLESPACE TEWPL ADD TEMPH LE
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2> ' [archl/ bost on/ t enpO1. dbf '
3> 9 ZE 40M RAUSE,

Note: To create temporary files on the physical standby database
that match the temporary files on the primary database, query the
V$TEMPFI LE view on the primary database to obtain complete
information about the primary database temporary files.

Step 3 Start Redo Apply.
On the standby database, issue the following command to start Redo Apply:

SA> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE DI SOONNECT FRCM SESS QN

This statement automatically mounts the database. Also, the statement includes the
DI SCONNECT FROM SESSI ON option so that Redo Apply runs in a background
session. See Section 6.3, "Applying Redo Data to Physical Standby Databases" for
more information.

Step 4 Test archival operations to the physical standby database.

The transmission of redo data to the remote standby location does not occur until
after a log switch. A log switch occurs, by default, when an online redo log file
becomes full. To force a log switch so that redo data is transmitted immediately, use
the following ALTER SYSTEMstatement on the primary database. For example:

SQA> ALTER SYSTEM SWTCH LOGH LE

3.2.7 Verify the Physical Standby Database Is Performing Properly

Once you create the physical standby database and set up log transport services,
you may want to verify database modifications are being successfully transmitted
from the primary database to the standby database.

To see that redo data is being received on the standby database, you should first
identify the existing archived redo log files on the standby database, force a log
switch and archive a few online redo log files on the primary database, and then
check the standby database again. The following steps show how to perform these
tasks.

Step 1 Identify the existing archived redo log files.

On the standby database, query the V$ARCHI VED_LOGview to identify existing
files in the archived redo log. For example:
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Q> SELECT SEQUENCE#, FIRST_TIME, NEXT_TI ME
2 FROM VBARCH VED LOG CROER BY SEQUENCE#;

8 11-JU-02 17:50: 45 11-JU.-02 17:50:53
9 11-JU-02 17:50: 53 11-JU.-02 17:50: 58
10 11-JU.-02 17:50:58 11-JU.-02 17:51:03

3 rows sel ect ed.

Step 2 Force alog switch to archive the current online redo log file.

On the primary database, issue the ALTER SYSTEM ARCHI VE LOG CURRENT
statement to force a log switch and archive the current online redo log file group:

SQA> ALTER SYSTEM ARCH VE LGG QURRANT;

Step 3 Verify the new redo data was archived on the standby database.

On the standby database, query the V$ARCHI VED_LOG view to verify the redo data
was received and archived on the standby database:

SQ> SHLECT SEQUENCE#, FIRST TIME, NEXT_TIME
2> FROM \ARCH VED LOG CROER BY SEQUENCE#;

8 11-JU.-02 17:50: 45 11-JU.-02 17:50: 53
9 11-JU.-02 17:50: 53 11-JU.-02 17:50: 58
10 11-JU.-02 17:50:58 11-JU.-02 17:51:03
11 11-JU-02 17:51: 03 11-JU.-02 18:34:11

4 rows sel ect ed.

The archived redo log files are now available to be applied to the physical standby
database.

Step 4 Verify new archived redo log files were applied.

On the standby database, query the V$ARCHI VED_LOG view to verify the archived
redo log files were applied.

SQ> SALECT SEQUENCE#, APPLI ED FROM VBARCH VED LOG
2 CROER BY SEQUENCEY

SEQUENCE# APP
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9 YES
10 YES
11 YES

4 rows selected.

See Section 5.9.1, "Monitoring Log File Archival Information" and Section 6.3.4,
"Monitoring Log Apply Services on Physical Standby Databases" to verify log
transport services and log apply services are working correctly.

3.3 Further Preparations

At this point, the physical standby database is running and can provide the
maximum performance level of data protection. The following list describes
additional preparations you can take on the physical standby database:

Upgrade the data protection mode

The Data Guard configuration is initially set up in the maximum performance
mode (the default). See Section 5.6 for information about the data protection
modes and how to upgrade or downgrade the current protection mode.

Configure standby redo logs

Standby redo logs are required for standby databases running in the maximum
protection mode and maximum availability mode. However, configuring
standby redo logs is recommended on all standby databases, because during a
failover Data Guard can recover and apply more redo data from standby redo
log files than from the archived redo log files alone. The standby redo logs
should exist on both primary and standby databases and have the same size
and names. See Section 5.6.2 for more information.

Enable Flashback Database

Flashback Database removes the need to re-create the primary database after a
failover. Flashback Database is similar to conventional point-in-time recovery in
its effects, enabling you to return a database to its state at a time in the recent
past. Flashback Database is faster than point-in-time recovery, because it does
not require restoring datafiles from backup or the extensive application of redo
data. You can enable Flashback Database on the primary database, the standby
database, or both. See Oracle Database Backup and Recovery Advanced User's Guide
for more information.
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Creating a Logical Standby Database

This chapter steps you through the process of creating a logical standby database. It
includes the following main topics:

« Preparing for Logical Standby Database Creation
« Creating a Logical Standby Database
« Further Preparations

The steps described in this chapter configure the standby database for maximum
performance mode, which is the default data protection mode. Chapter 5 provides
information about configuring the different data protection modes.

See also:

«  Oracle Database Administrator's Guide for information about creating and using
server parameter files

« Oracle Data Guard Broker and the Oracle Enterprise Manager online help system
for information about using the graphical user interface to automatically create
a logical standby database

4.1 Preparing for Logical Standby Database Creation

Before you create a standby database, you must first ensure the primary database is
properly configured.

Table 4-1 provides a checklist of the tasks that you perform on the primary database
to prepare for logical standby database creation. There is also a reference to the
section that describes the task in more detail.
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Table 4-1 Preparing the Primary Database for Logical Standby Database Creation

Reference  Task

Section 4.1.1 Determine Support for Datatypes and Storage Attributes for Tables
Section 4.1.2 Ensure Table Rows in the Primary Database Can Be Uniquely Identified

4.1.1 Determine Support for Datatypes and Storage Attributes for Tables

Before setting up a logical standby database, ensure the logical standby database
can maintain the datatypes and tables in your primary database.

The following list shows the various database objects that are supported and
unsupported in logical standby databases.

Supported Datatypes and Storage Attributes for Tables
CHAR

NCHAR

VARCHAR2 and VARCHAR

NVARCHAR2

NUMBER

DATE

TI MESTAMP

TI MESTAMP W TH TI ME ZONE

TI MESTAMP W TH LOCAL TI ME ZONE

| NTERVAL YEAR TO MONTH

| NTERVAL DAY TO SECOND

RAW

CLOB (including both fixed-width and variable-width character sets)
NCLOB

BLOB

LONG

LONG RAW

Bl NARY_FLCAT

Bl NARY_DOUBLE

Index-organized tables (without overflows and without LOB columns)

Unsupported Datatypes
BFI LE

ROW D

UROW D

user-defined types
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object types REFs
varrays

nested tables
XMLType

Unsupported Tables, Sequences, and Views
« Most schemas that ship with the Oracle database are skipped by SQL Apply

« Tables with unsupported datatypes

« Tables using table compression

To determine exactly which schemas will be skipped, query the DBA LOGSTDBY _
SKI P view.

To determine if the primary database contains unsupported objects, query the DBA _
LOGSTDBY_UNSUPPORTED view. See Chapter 14, "Views Relevant to Oracle Data
Guard" for more information about the DBA LOGSTDBY _UNSUPPORTED view.

It is important to identify unsupported database objects on the primary database
before you create a logical standby database. This is because changes made to
unsupported datatypes, table, sequences, or views on the primary database will not
be propagated to the logical standby database. Moreover, no error message will be
returned.

For example, use the following query on the primary database to list the schema
and table names of primary database tables that are not supported by logical
standby databases:

SQ> SELECT DI STINCT OMER TABLE NAME FROM DBA LOGSTDBY_UNSUPPCRTED
2> CROER BY OMER TABLE NAME:

OMER TABLE NAME
H QANTR ES
G QROERS

e QBTAMERS
E WAREHOUSES

To view the column names and datatypes for one of the tables listed in the previous
query, use a SELECT statement similar to the following:

SQ> SHLECT QOLUMN NAME, DATA TYPE FROM DBA LOGSTDBY UNSUPPCRTED
2> WERE OMER=' CE AND TABLE NAME = ' CUSTOMERS ;

GLUMN_NAME DATA TYPE
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QUST_ADDRESS QUST_ACDRESS TYP
PHONE_NUVBERS PHONE LI ST TYP
QUST_GEO LOCATI N SDO GEQVETRY

If the primary database contains unsupported tables, log apply services
automatically exclude these tables when applying redo data to the logical standby
database.

Note: If you determine that the critical tables in your primary
database will not be supported on a logical standby database, then
you might want to consider using a physical standby database.

4.1.1.1 Skipped SQL Statements on a Logical Standby Database

By default, all SQL statements except those in the following list are applied to a
logical standby database if they are executed on a primary database:

ALTER DATABASE

ALTER SESSI ON

ALTER MATERI ALI ZED VI EW
ALTER MATERI ALI ZED VI EW LOG
ALTER SYSTEM

CREATE CONTROL FI LE

CREATE DATABASE

CREATE DATABASE LI NK
CREATE PFI LE FROM SPFI LE
CREATE SCHENMA AUTHORI ZATI ON
CREATE NMATERI ALI ZED VI EW
CREATE MATERI ALI ZED VI EW LOG
CREATE SPFI LE FROM PFI LE
DROP DATABASE LI NK

DROP MATERI ALI ZED VI EW
DROP MATERI ALI ZED VI EW LOG
EXPLAI' N

LOCK TABLE

SET CONSTRAI NTS

SET RCLE

SET TRANSACTI ON
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4.1.1.2 Supported Objects and Operations

Oracle PL/SQL supplied packages that do not modify system metadata or user data
leave no footprint in the archived redo log files, and hence are safe to use on the
primary database. Examples of such packages include DBMS _OUTPUT, DBMS
RANDOM DBMS_PI PE, DBMsS_DESCRI BE, DBMS_OBFUSCATI ON_TOCLKI T, DBMS_
TRACE, DBMS_METADATA, and so on.

Oracle PL/SQL supplied packages that do not modify system metadata but may
modify user data are supported by SQL Apply, as long as the modified user data is
in the category of supported datatypes. Examples of such packages include DBVS_
LOB, DBMS_SQL, DBMS_TRANSACTI ON, and so on.

Oracle PL/SQL supplied packages that modify system metadata typically are not
supported by SQL Apply, and therefore their effects are not visible on the logical
standby database. Examples of such packages include DBVS_JAVA, DBVS

REQ STRY, DBMS_ALERT, DBMS_SPACE_ADM N, DBMS_REFRESH, DBMS_
SCHEDULER, DBM5_AQ and so on.

Specific support for DBMS_J OB has been provided. Job execution is suspended on a
logical standby database and jobs cannot be scheduled directly on the standby
database. However, jobs submitted on the primary database are replicated in the
standby database. In the event of a switchover or failover, jobs scheduled on the
original primary database will automatically begin running on the new primary
database.

See PL/SQL Packages and Types Reference for more information about all of the Oracle
PL/SQL supplied packages.

4.1.2 Ensure Table Rows in the Primary Database Can Be Uniquely Identified

Because the ROWIDs on a logical standby database might not be the same as the
ROWIDs on the primary database, a different mechanism must be used to match
the updated row on the primary database to its corresponding row on the logical
standby database. You can use one of the following to match up the corresponding
rows:

« Primary key
« Unique index

Oracle recommends that you add a primary key or a unique index to tables on the
primary database, whenever appropriate and possible, to ensure SQL Apply can
efficiently apply data updates to the logical standby database.

Perform the following steps to ensure SQL Apply can uniquely identify table rows.
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Step 1 Find tables without a unique identifier in the primary database.
Query the DBA LOGSTDBY_NOT_UNI QUE view to identify tables in the primary
database that do not have a primary key or unique index with NOT NULL columns.
The following query displays a list of tables that SQL Apply might not be able to
uniquely identify:
SQ> SHECT OMER TABLE NAME, BAD OOLUMN FRCOM DBA LOGSTDBY _NOT_UN QLE

2> WERE TABLE_NAME NOT | N ( SELECT TABLE NAME FROM CRA LOGSTDBY _UNSUPPCRTED) ;

Some of the tables displayed in the DBA LOGSTDBY_NOT_UNI QUE view can still be
supported because supplemental logging (that you will enable in Section 4.2.2.1)
adds information that uniquely identifies the row containing the redo data. The
presence or absence of a primary key or unique index can affect supplemental
logging as follows:

« If the table has a primary key or a unique index with NOT NULL columns, the
amount of information added to the online redo log file during supplemental
logging is minimal.

« If the table does not have a primary key or a unique index, supplemental
logging automatically logs all scalar values for each row to the online redo log
file.

The value of the BAD_COLUMN column will be either Y or N, as described in the
following list:

L] Y

Indicates a table column is defined using an unbounded datatype, such as
CLOB or BLOB. SQL Apply attempts to maintain these tables, but you must
ensure the application provides uniqueness in bounded columns only. Note that
if two rows in the table match except for rows in the LOB column, then the table
cannot be maintained properly and SQL Apply will stop.

L] N

Indicates the table contains enough column information to maintain the table in
a logical standby database.

Step 2 Add a disabled primary key rely constraint.

If your application ensures the rows in a table are unique, you can create a disabled
primary key RELY constraint on the table. This avoids the overhead of maintaining
a primary key on the primary database. See Oracle Database SQL Reference for ALTER
TABLE statement syntax and usage information.
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To create a disabled RELY constraint on a primary database table, use the ALTER
TABLE statement with a RELY DI SABLE clause. The following example creates a
disabled RELY constraint on a table named myt ab where rows can be uniquely
identified using the i d and name columns:

SA> ALTER TABLE nytab ADD PR MARY KEY (id, name) RELY D SABLE

The RELY constraint tells the system to assume the rows are unique. Be careful to
select columns for the disabled RELY constraint that will uniquely identify a row. If
the columns selected for the RELY constraint do not uniquely identify the row, SQL
Apply fails to apply data from the archived redo log file or standby redo log file to
the logical standby database.

To improve the performance of SQL Apply, add an index to the columns that
uniquely identify the row on the logical standby database. Failure to do this results
in full table scans.

See Oracle Database Reference for more information about the DBA LOGSTDBY_NOT _
UNI QUE view, Oracle Database SQL Reference for more information about creating
RELY constraints, and Section 9.4 for information about RELY constraints and
actions you can take to increase performance on a logical standby database.

4.2 Creating a Logical Standby Database

This section describes the tasks you perform to create a logical standby database.

Table 4-2 provides a checklist of the tasks that you perform to create a logical
standby database and specifies on which database or databases you perform each
task. There is also a reference to the section that describes the task in more detail.

Table 4-2 Creating a Logical Standby Database

Reference Task Database
Section 4.2.1  Create a Physical Standby Database Primary
Section 4.2.2  Prepare the Primary Database to Support a Logical Standby Database Primary
Section 4.2.3  Prepare to Transition to a Logical Standby Database Standby
Section 4.2.4  Start the Logical Standby Database Standby
Section 4.2.5 Verify the Logical Standby Database Is Performing Properly Standby

Creating a Logical Standby Database 4-7



Creating a Logical Standby Database

4.2.1 Create a Physical Standby Database

You create a logical standby database by first creating a physical standby database
and then transitioning it into a logical standby database, as follows:

Step 1 Create a physical standby database.
Follow the instructions in Chapter 3 to create a physical standby database.

Step 2 Ensure the physical standby database is caught up to the primary
database.

After you complete the steps in Section 3.2.6 to start the physical standby database
and Redo Apply, allow recovery to continue until the physical standby database is
consistent with the primary database, including all database structural changes
(such as adding or dropping datafiles).

4.2.2 Prepare the Primary Database to Support a Logical Standby Database

This section contains the following topics:
« Ensure Supplemental Logging Is Enabled

« Prepare the Primary Database for Role Transitions

4.2.2.1 Ensure Supplemental Logging Is Enabled

Supplemental logging must be enabled on the primary database to support a logical
standby database. Because an Oracle Database only logs the columns that were
modified, this is not always sufficient to uniquely identify the row that changed and
additional (supplemental) information must be put into the stream of redo data.
The supplemental information that is added to the redo data helps SQL Apply to
correctly identify and maintain tables in the logical standby database.

Step 1 Determine if supplemental logging is enabled.

To determine if supplemental logging is enabled on the primary database, query the
V$DATABASE fixed view. For example:

SQ> SELECT SUPPLEMENTAL LGG DATA PK AS PK LOG
2> SUPPLEMENTAL LOG DATA U AS U _LGG
3> FROM \BDATABASE;
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In this example, the NOvalues indicate that supplemental logging is not enabled on
the primary database.

If supplemental logging is enabled, then go to Section 4.2.2.2. If supplemental
logging is not enabled, then perform the following steps to enable supplemental

logging.

Step 2 Enable supplemental logging.

On the primary database, issue the following statement to add primary key and
unique index information to the archived redo log file:

SQA> ALTER DATABASE ADD SUPPLEMENTAL LGG DATA (PR MARY KEY, UN QUE | NCEX) GCLUWNS,

This SQL statement adds the information to uniquely identify the row that changed
on the primary database so SQL Apply can correctly identify and maintain the same
row on the standby database.

This statement may take a long time to finish on an open database because it waits
for all ongoing transactions to finish. All redo that is generated after the completion
of this statement is guaranteed to have supplemental logging information.

Step 3 Verify supplemental logging is enabled.

On the primary database, verify supplemental logging is enabled by issuing the
same query used previously. For example:
SQ> SELECT SUPPLEMENTAL_LGG DATA PK AS PK_LGG

2> SUPPLEMENTAL LOG DATA U AS U _LGCG
3> FROM \SDATABASE,

In this example, the YES values indicate supplemental logging is enabled on the
primary database. For all tables with a primary key (SUPPLEMENTAL _LOG DATA _
PK) or unique index (SUPPLEVMENTAL _LOG DATA Ul ), all columns of the primary
key and unique index are placed into the online redo log file whenever an update
operation is performed.
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Note: If you enable supplemental logging on a primary database
in a Data Guard configuration that also contains physical standby
databases, then you must issue the ALTER DATABASE ADD
SUPPLEMENTAL LOG DATA statement on each physical standby
database to ensure future switchovers work correctly.

See Chapter 14, "Views Relevant to Oracle Data Guard" for more information about
the V$DATABASE view and the Oracle Database SQL Reference for more information
about the ALTER DATABASE ADD SUPPLEMENTAL LOG DATA statements.

4.2.2.2 Prepare the Primary Database for Role Transitions

In Section 3.1.3, you set up several standby role initialization parameters to take
effect when the primary database is transitioned to the physical standby role. If you
plan to transition the primary database to the logical standby role, you must modify
the parameters on the primary database, as shown in Example 4-1, so that no
parameters need to change after a role transition.

Example 4-1 Primary Database: Logical Standby Role Initialization Parameters

LOG ARCH VE [EST 1=
' LQCATI ON=/ ar chl/ chi cago/
VALI D FOR=(O\LI NE_LO&H LES, ALL_ROES)
DB_UN QUE_NAME=chi cago'
LOG ARCH VE _[EST 2=
' SERVl CE=bost on
VALI D FOR=( O\LI NE_LQ3H LES, PR MARY_ROLE)
DB_UN QUE_NAME=bost on'
LOG ARCH VE [EST 3=
' LOCATI ON=/ ar ch2/ chi cago/
VALI D FOR=( STANDBY _LQ&FI LES, STANDBY _ROLE)
DB_UN QUE_NAME=chi cago'
LOG ARCH VE [CEST_STATE 1=ENABLE
LOG ARCH VE [CEST_STATE 2=ENABLE
LOG ARCH VE [EST_STATE 3=ENABLE
UNDO_RETENTI ON=3600

To dynamically set the LOG_ARCHI VE_DEST _n parameters, use the SQL ALTER
SYSTEM SET statement and include the SCOPE=BOTH clause so that the change
takes effect immediately and persists after the database is shut down and started up
again. Also, set the UNDO_RETENTI ON parameter to 3600; this parameter specifies
(in seconds) the amount of committed undo information to retain in the database.
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Setting the value to 3600 is recommended for best results when building a
LogMiner dictionary for the logical standby database.

The following table describes the archival processing defined by the initialization
parameters shown in Example 4-1.

When the Chicago Database Is Running When the Chicago Database Is Running in the

in the Primary Role Logical Standby Role

LOG_ARCHI VE_DEST_1 Archives redo data generated by the Archives redo data generated by the logical
primary database from the local online standby database from the local online redo log
redo log files to the local archived redo log files to the local archived redo log files in
filesin/archl/ chi cago/. / archl/ chi cago/ .

LOG_ARCHI VE_DEST_2 Transmits the redo data to the remote Is ignored; LOG_ARCHI VE_DEST_2 is valid only
logical standby database bost on. when chi cago is running in the primary role.

LOG_ARCHI VE_DEST_3 Is ignored; LOG_ARCHI VE_DEST_3 is Archives redo data received from the primary
valid only when chi cago is running in database to the local archived redo log files in
the standby role. / arch2/ chi cago/ .

4.2.3 Prepare to Transition to a Logical Standby Database
This section describes how to prepare the physical standby database to transition to
a logical standby database. It contains the following topics:
« Ensure Supplemental Logging Is Enabled
« Prepare an Initialization Parameter File for the Logical Standby Database

« Create a Control File for the Logical Standby Database

4.2.3.1 Ensure Supplemental Logging Is Enabled

Enabling supplemental logging on the logical standby database now rather than
later is beneficial to prepare the database for future role transitions. Use the steps
described in Section 4.2.2.1, but perform them on the logical standby database
instead of on the primary database.

4.2.3.2 Prepare an Initialization Parameter File for the Logical Standby Database
Perform the following steps to create a standby initialization parameter file.

Step 1 Set initialization parameters for the logical standby database.

In the text initialization parameter file (PFILE) that you created in Section 3.2.3, you
need to make some additional modifications to the LOG_ARCHI VE_DEST n
parameters and add the PARALLEL _MAX_ SERVERS parameter.

Creating a Logical Standby Database 4-11



Creating a Logical Standby Database

You need to modify the LOG_ARCHI VE_DEST_n parameters because, unlike
physical standby databases, logical standby databases are open databases that
generate redo data and have multiple log files (online redo log files, archived redo
log files, and standby redo log files). It is good practice to specify separate local
destinations for:

« Archived redo log files that store redo data generated by the logical standby
database. In Example 4-2, this is configured as the LOG_ARCHI VE_DEST _
1=LOCATI ON=/ ar ch1/ bost on destination.

« Archived redo log files that store redo data received from the primary database.
In Example 4-2, this is configured as the LOG_ARCHI VE_DEST _
3=LOCATI ON=/ ar ch2/ bost on destination.

Example 4-2 shows the initialization parameter changes that were modified for the
logical standby database. The parameters shown are valid for the Boston logical
standby database when it is running in either the primary or standby database role.

Example 4-2 Modifying Initialization Parameters for a Logical Standby Database

LOG ARCH VE [EST 1=
" LQCATI ON=/ ar chl/ bost on/
VALI D FOR=( O\LI NE_LGEFI LES, ALL_ROES)
B N QUE_NAME=bost on'
LOG ARCH VE [CEST 2=
' SERV CE=chi cago
VALI D FOR=( O\LI NE_LG&H LES, PR MARY_RO.E)
B N QUE_NAME=chi cago'
LOG ARCH VE [EST 3=
' LACATI O\ ar ch2/ bost on/
VALI D FOR=( STANDBY_LO3H LES, STANDBY_ROLE)
B N QUE_NAME=bost on'
LOG ARCH VE [EST_STATE 1=-ENABLE
LOG ARCH VE _[EST_STATE 2=ENABLE
LOG ARCH VE _[EST_STATE 3=ENABLE
PARALLEL. MAX SERVERS-9
UNDO RETENTI ON=3600

The following table describes the archival processing defined by the initialization
parameters shown in Example 4-2.
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When the Boston Database Is Running  When the Boston Database Is Running in the
in the Primary Role Logical Standby Role

LOG_ARCHI VE_DEST_1 Directs archival of redo data generated by  Directs archival of redo data generated by the
the primary database from the local online logical standby database from the local online
redo log files to the local archived redo log redo log files to the local archived redo log files in

filesin/archl/ boston/. [ archl/ boston/.
LOG_ARCHI VE_DEST_2 Directs transmission of redo data to the Is ignored; LOG_ARCHI VE_DEST_2 is valid only
remote logical standby database chi cago. when bost on is running in the primary role.
LOG_ARCHI VE_DEST_3 Isignored; LOG_ARCHI VE_DEST_3 is Directs archival of redo data received from the
valid only when bost on is running in the  primary database to the local archived redo log
standby role. filesin/arch2/ boston/.

In Example 4-2, the PARALLEL _MAX_ SERVERS initialization parameter was added
to the parameter file to specify the maximum number of parallel servers working on
the logical standby database. This parameter is required for logical standby
databases. Do not set PARALLEL MAX_ SERVERS to a value less than 5; for best
results, set it to a minimum of 9. See Section 9.4 for more details.

Caution: Review the initialization parameter file for additional
parameters that may need to be modified. For example, you may
need to modify the dump destination parameters (BACKGROUND _
DUMP_DEST, CORE_DUMP_DEST, USER_DUMP_DEST) if the
directory location on the standby database is different from those
specified on the primary database. In addition, you may have to
create directories on the standby system if they do not already exist.
Use the SHOW PARAMETERS command to verify no other
initialization parameters need to be changed.

Step 2 Shut down the logical standby database.
To shut down the logical standby database, issue the following:

SQA> SHUTDOMN | MMEDI ATE,

You will mount the logical standby database using the new initialization parameter
file later, in Section 4.2.4.

4.2.3.3 Create a Control File for the Logical Standby Database
Perform the following steps to create a control file for the standby database.
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Step 1 Create the logical standby control file.

Issue the ALTER DATABASE CREATE LOG CAL STANDBY CONTROLFI LE
statement to create a control file for the standby database. You must include the
LOAd CAL keyword when creating a logical standby database, as shown in the
following example:

SQA> ALTER DATABASE CREATE LGd CAL STANDBY GONTRCLF LE AS '/t np/ boston. ctl ' ;

Note: You cannot use a single control file for both the primary and
standby databases.

Step 2 Copy the control file to the logical standby system.

On the primary system, use an operating system copy utility to copy the standby
control file to the logical standby system. For example, the following examples use
the UNIX cp command:

cp /tnp/ boston. ctl /archl/boston/control 1. ctl
cp /tnp/ boston. ctl /arch2/boston/control 2. ctl

4.2.4 Start the Logical Standby Database

Perform the following steps to start, mount, and activate the logical standby
database and SQL Apply.

Step 1 Start and mount the logical standby database.

On the logical standby database, issue the STARTUP MOUNT statement to start and
mount the database. Do not open the database; it should remain closed to user
access until later in the creation process. For example;

SQ > STARTUP MONT PH LE=i ni t bost on. or a;

Step 2 Prepare for SQL Apply.

On the logical standby database, issue the following statement to prepare it for SQL
Apply:

SQA> ALTER DATABASE RECO/ER MANAGED STANDBY DATABASE

Step 3 Activate the logical standby database.
Issue the following statement to activate this database as a logical standby database:

SA> ALTER DATABASE ACTI VATE STANDBY DATABASE,
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Step 4 Reset the database name of the logical standby database.

Run the Oracle DBNEWID (nid) utility to change the database name of the logical
standby database. Changing the name prevents any interaction between this copy
of the primary database and the original primary database.

Before you run the DBNEWID (nid) utility, you must shut down and mount the
database:

SQ> SHUTDOM | MMEDI ATE,
SQ> STARTUP MOUNT PFI LE=i ni t bost on. or a;

Now, run the Oracle DBNEWID utility on the logical standby database to change
the database name and shut it down:

ni d TARGET=SYS passwor d@ost on DBNAME=bost on
Qonnected to dat abase chi cago (DBl D=1456557175)

@Qontrol Fles in database:
[ archl/ boston/ control 1. ctl
Change dat abase | D and dat abase nane chicago to boston? (Y[N) =>vy

Proceedi ng with operation

Changi ng dat abase | D from 1456557175 to 416458362

Changi ng dat abase nane from chi cago to boston
Gontrol File /archl/boston/control 1.ctl - nodified
Dat af i | e / archl/ bost on/ syst en®1. dbf - dbid changed, wote new nane
Dat af i | e / ar chl/ bost on/ undot bs01. dbf -dbi d changed, w ote new nane

Gontrol File /archl/boston/control 1.ctl-dbid changed, wote new nane

Dat abase nane changed to bost on.

Mdify paraneter file and generate a new password file before restarting.
Dat abase | D for dat abase boston change to 416458362.

Al previous backups and archive logs for this database are unusabl e.

Dat abase has been shut down, open database w th RESETLGGS opti on.
Successful |y changed dat abase nane and | D

CBNEWD - Conpl et ed successful ly.

You must re-create the password file after running the Oracle DBNEWID (nid)
utility.
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Step 5 Change the logical standby database name in the parameter file.

The output from the DBNEWID utility states that you must update the initialization
parameter file. The following steps describe how to perform this task.

1. Modify the DB_NAME initialization parameter.

Set the DB_NAME initialization parameter in the text initialization parameter file
from Section 4.2.3.2 to match the new name:

CB_NAME=bost on

2. Create a server parameter file for the logical standby database.

Connect to an idle instance of the logical standby database, and create a server
parameter file for the standby database from the text initialization parameter
file. For example:

SQ> CREATE SPH LE FROM PFI LE=i ni t bost on. or a;

3. Restart the logical standby database.
Start and open the logical standby database to user access, as follows:
SQ> STARTUP MOLNT:
SQ > ALTER DATABASE CPEN RESETLGSS,

Step 6 Change the logical standby database global name.

Each database should have a unique global name. To change the global name of the
standby database to boston, issue the following statement:

S > ALTER DATABASE RENAME LCBAL_NAME TO bost on;

Step 7 Create a new temporary file for the logical standby database.

Creating a new temporary file on the logical standby database now, rather than
later, is beneficial to prepare the database for future role transitions.

To add temporary files to the logical standby database, perform the following tasks:

1. Identify the tablespaces that should contain temporary files. Do this by entering
the following statement on the standby database:
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SQ > SH ECT TABLESPACE NAME FRCM DBA TABLESPACES
2> WHERE CONTENTS = ' TEWCRARY ;

2. Add new temporary files to the standby database.

For each tablespace identified in the previous query, add a new temporary file
to the standby database. The following example adds a new temporary file
called TEMP1 with size and reuse characteristics that match the primary
database temporary files:

SQA> ALTER TABLESPACE TEWP1L ADD TEMWMPH LE
2> ' [archl/ bost on/ t enpO1. dbf’
3> Sl ZE 40M REUSE,

Note: To create temporary files on the logical standby database
that match the temporary files on the primary database, query the
V$TEMPFI LE view on the primary database to obtain complete
information about the primary database temporary files.

Step 8 Start SQL Apply.

Issue the following statement to begin applying redo data to the logical standby
database. For example:

SA > ALTER DATABASE START LGd CAL STANCBY APPLY;
Continue with Section 4.2.5 to verify the logical standby database is performing

properly. See Section 5.6.2 to configure standby redo log files, and see Section 6.4 for
information about SQL Apply and real-time apply.

4.2.5 Verify the Logical Standby Database Is Performing Properly

Once you create a logical standby database and set up log transport services and log
apply services, verify redo data is being transmitted from the primary database and
applied to the standby database. To check this, perform the following steps.
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Step 1 Verify the archived redo log files were registered.

To verify the archived redo log files were registered on the logical standby system,
connect to the logical standby database and query the DBA _LOGSTDBY_LOGview.
For example:

SQA> ALTER SESSI ON SET NLS DATE FCRVMAT = 'DD-MIN-YY HR4: M : SS
Session altered.

SQ> GOLUWN DI CT_BEQ N FCRVAT A10

SQ> COLUWN DI CT_END FCRVAT A8

SQ > SAECT SEQENCE#, FIRST TIME, NEXT_TIME, DICT BEGN D CT_END
2> FROM DBA LOGSTDBY_LOG CROER BY SEQUENCEY;

24 23-JU.-02 18:19:05 23-JU.-02 18:19:48 YES YES
25 23-JU.-02 18:19:48 23-JU.-02 18:19:51 NO NO
26 23-JU.-02 18:19:51 23-JU.-02 18:19:54 NO NO
27 23-JU-02 18:19:54 23-JU-02 18:19:59 NO NO
28 23-JU-02 18:19:59 23-JU.-02 18:20:03 NO NO
29 23-JU-02 18:20: 03 23-JU.-02 18:20: 13 NO NO
30 23-JU-02 18:20:13 23-JU-02 18:20:18 NO NO
31 23-JU-02 18:20:18 23-JU-02 18:20:21 NO NO

8 rows sel ect ed.

Step 2 Send redo data to the standby database.

Connect to the primary database and enter the following statement to begin
sending redo data to the standby database:

SQA> ALTER SYSTEM ARCH VE LGG CURRENT;
Systemal t ered.

SQA> ALTER SYSTEM ARCH VE LGG AURRENT;
Systemal t ered.

Step 3 Query the DBA_LOGSTDBY_LOG view again.

Connect to the logical standby database and query the DBA LOGSTDBY_LOGview
again;

SQ > ALTER SESSI ON SET NLS DATE FCRVAT = 'DDMINYY HR4: M: SS ;
Session altered.

SQA> GALUW D CT_BEA N FCRVAT A10
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SQ> GOLUW DI CT_END FCRVAT A8
SQ> SHECT SEQENCE#, FIRST TIME NEXT TIME DICT BEGAN D CT_BEND
2 FROM DBA LOGSTDBY LOG CROER BY SEQUENCEY;

24 23-JU.-02 18:19: 05 23-JU.-02 18:19:48 YES YES
25 23-JU.-02 18:19:48 23-JU.-02 18:19:51
26 23-JU.-02 18:19:51 23-JU.-02 18:19: 54
27 23-JU.-02 18:19:54 23-JU.-02 18:19:59
28 23-JU.-02 18:19:59 23-JU.-02 18:20: 03
29 23-JU.-02 18:20: 03 23-JU.-02 18:20: 13
30 23-JU-02 18:20: 13 23-JU-02 18:20: 18
31 23-JU-02 18:20: 18 23-JU-02 18: 20: 21
32 23-JU-02 18:20: 21 23-JU.-02 18:32:11
33 23-JU.-02 18:32:11 23-JU-02 18:32:19

666666666
666666666

10 rows sel ect ed.

By checking the files on the standby database, archiving a few log files, and then
checking the standby database again, you can see that the new archived redo log
files were registered. These log files are now available for log apply services to
begin applying them.

Step 4 Verify redo data is being applied correctly.

On the logical standby database, query the VSLOGSTDBY_STATS view to verify
redo data is being applied correctly. For example:

SQA> GALUMN NAME FCRVAT A30
Q> GALUMN VALLE FCRVAT A30
SQ > SHECT NAME, VALUE FROM VBLOGSTOBY _STATS WHERE NAME = ' coor di nator state';

coordinator state INTIALI ZI NG

In the example, the output from the V$LOGSTDBY_STATS view shows the
coordinator process is in the initialization state. When the coordinator process is
initializing, log apply services are preparing to begin SQL Apply, but data from the
archived redo log files is not being applied to the logical standby database.

Knowing the state of the coordinator process is of particular importance because it
is the LSP background process that instructs all of the other logical standby
processes. Section 9.1.9 describes the LSP background processes in more detail.
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Step 5 View the VSLOGSTDBY view to see current SQL Apply activity.

On the logical standby database, query the VELOGSTDBY view to see a current
snapshot of SQL Apply activity. A text message describing the current activity of
each process involved in reading and applying changes is displayed.

Example 4-3 shows typical output during the initialization phase.

Example 4-3 V$LOGSTDBY Output During the Initialization Phase
SQA> GLUWN STATUS FCRVAT A50

SQA> GALUW TYPE FCRMVAT Al2

SQ> SHECT TYPE, H G SON STATUS FROM VBLGGSTEBY;

TYPE H GH SON STATUS

QOORD NATCR CRA-16115: | oading Log Mner dictionary data

REACER CRA-16127: stalled waiting for additional transact
ions to be applied

BU LDER CRA-16117: processi ng

PREPARER CRA-16116: no work avail abl e

SQ> SHECT TYPE HG{ SN STATUS FROM V$LOGSTDBY;,

TYPE H GH SON STATUS

Q0RO NATCR CRA-16126: | oadi ng tabl e or sequence obj ect nurnber
READER CRA-16116: no work avail abl e

BU LDER CRA-16116: no work avail abl e

PREPARER CRA-16116: no work avail abl e

Once the coordinator process begins applying redo data to the logical standby
database, the V$LOGSTDBY view indicates this by showing the APPLYI NGstate.

Example 4-4 shows typical output during the applying phase. Notice that the
values in the H GH_SCN column continue to increment. The numbers in this column
will continue to increase as long as changes are being applied. The Hl GH_SCN
column serves only as an indicator of progress.

Example 4-4 V$LOGSTDBY Output During the Applying Phase

SQ > GALUMN NAME FCRMVAT A30

SQ > OALUWMN VALLE FCRVAT A30

SQ > SHECT NAME, VALUE FROM VBLOGSTOBY _STATS WHERE NAME = ' coor di nator state';
NAME VALLE
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coordi nator state APPLYI NG

SA> GALUWN STATUS FCRVAT A50
SA> GALUWN TYPE FCRVAT Al12
SQ> SHECT TYPE, H G SON STATUS FROM VBLGGSTEBY;

TYPE H GH_SON STATUS

QOORD NATCR CRA-16117: processi ng

REACER (RA-16127: stalled waiting for additional transact
ions to be applied

BU LDER 191896 CRA-16116: no work avail abl e

PREPARER 191902 CRA-16117: processing

ANALYZER 191820 CRA-16120: dependenci es bei ng conputed for transac
tion at SON 0x0000. 0002ed4e

APPLI ER 191209 CRA-16124: transaction 1 16 1598 is waiting on ano
ther transaction

APPLI ER 191205 CRA-16116: no work avail abl e

APPLI ER 191206 CRA-16124: transaction 1 5 1603 is waiting on anot
her transaction

APPLI ER 191213 CRA-16117: processi ng

APPLI ER 191212 CRA-16124: transaction 1 20 1601 is waiting on ano

ther transaction

APPLI ER 191216 CRA-16124: transaction 1 4 1602 is waiting on anot
her transaction

11 rows sel ect ed.

Step 6 Check the overall progress of SQL Apply.

To check the overall progress of SQL Apply, query the DBA LOGSTDBY_PROGRESS
view on the standby database. For example:

SQ> SELECT APPLIED SON NEVEST _SCN FROM DBA LOGSTOBY._PROGRESS,

180702 180702

If standby redo log files are not configured, the numbers in the APPLI ED_SCNand
NEVEST _SCNcolumns are equal (as shown in the query example), indicating that
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all of the available data in the archived redo log file was applied. These values can
be compared to the values in the FI RST_CHANGE# column in the DBA LOGSTDBY _
LOGview to see how much log file information has to be applied and how much
remains. If standby redo log files are configured, the numbers in the APPLI ED_SCN
and NEVEEST _SCN columns may be close, but they will seldom be equal.

See Section 5.9.1, "Monitoring Log File Archival Information" and Section 6.4.4,
"Monitoring Log Apply Services for Logical Standby Databases" for information
about how to verify both log transport and log apply services are working correctly.

4.3 Further Preparations

At this point, the logical standby database is running and can provide the
maximum performance level of data protection. The following list describes
additional preparations you can take on the logical standby database:

« Upgrade the data protection mode

The Data Guard configuration is initially set up in the maximum performance
mode (the default). See Section 5.6 for information about the data protection
modes and how to upgrade or downgrade the current protection mode.

« Configure standby redo logs

Standby redo logs are required for standby databases running in the maximum
protection mode and maximum availability mode. However, configuring
standby redo logs is recommended on all standby databases, because during a
failover Data Guard can recover and apply more redo data from standby redo
log files than from the archived redo log files alone. The standby redo logs
should exist on both primary and standby databases and have the same size
and names. See Section 5.6.2, "Configuring Standby Redo Log Files" for more
information.

« Enable Flashback Database

Flashback Database removes the need to re-create the primary database after a
failover. Flashback Database is similar to conventional point-in-time recovery in
its effects, enabling you to return a database to its state at a time in the recent
past. Flashback database is faster than point-in-time recovery, because it does
not require restoring datafiles from backup or the extensive application of redo
data. You can enable Flashback Database on the primary database, the standby
database, or both. See Oracle Database Backup and Recovery Advanced User's Guide
for more information.
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Log Transport Services

This chapter describes configuring log transport services to transmit redo from the
production database to one or more archival destinations. It contains the following
topics:

« Introduction to Log Transport Services
«  Where to Send Redo Data

« How to Send Redo Data

«  When Redo Data Should Be Sent

«  What to Do If Errors Occur

« Setting Up a Data Protection Mode

« Managing Log Files

« Managing Archive Gaps

« \Verification

5.1 Introduction to Log Transport Services

Log transport services control the automated transfer of redo data from a
production or primary database destination to another (standby) database
destination. Log transport services also manage the process of resolving any gaps in
the archived redo log files due to a network failure.

Log transport services can transmit redo data to local and remote destinations.
Remote destinations can include any of the following types: physical and logical
standby databases, archived redo log repositories, cross-instance archival database
environments, Oracle Change Data Capture staging databases, and Oracle Streams
downstream capture databases.
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Figure 5-1 shows a simple Data Guard configuration with log transport services
archiving redo data to a local destination on the primary database while also
transmitting it to archived redo log files or standby redo log files at a remote
standby database destination.

Figure 5-1 Transmitting Redo Data

Archived Redo Log Files or
Archived Redo Log Files Standby Redo Log Files

Log Apply Services

Log Transport Services

Standby

Primary
Database

Database

5.2 Where to Send Redo Data

This section contains the following topics:
« Destination Types
« Configuring Destinations with the LOG_ARCHIVE_DEST_n Parameter

« Setting Up Flash Recovery Areas As Destinations

5.2.1 Destination Types

There are several types of destinations supported by log transport services:
« Oracle Data Guard standby databases

Standby database destinations can be either physical standby databases or
logical standby databases. Section 1.1.2 discusses standby databases.
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Archived redo log repository

This type of destination allows off-site archiving of redo data. An archive log
repository is created by using a physical standby control file, starting the
instance, and mounting the database. This database contains no datafiles and
cannot be used for switchover or failover. This alternative is useful as a way of
holding archived redo log files for a short period of time, perhaps a day, after
which the log files can then be deleted. This avoids most of the storage and
processing expense of another fully-configured standby database.

Cross-instance archival database environment

A cross-instance archival database environment is possible on the primary and
standby databases. Within a Real Application Clusters environment, each
instance transmits its redo data to a single instance of the cluster. This instance,
known as the recovery instance, is typically the instance where recovery is
performed. The recovery instance typically has a tape drive available for
RMAN backup and restoration support. Cross-instance archival environments
are described in Appendix B. Oracle High Availability Architecture and Best
Practices provides additional information about RAC and Data Guard
configurations.

Oracle Streams downstream capture database

This destination type allows Oracle Streams to configure the capture process
remotely at a downstream database. The Streams downstream capture process
uses log transport services to transfer redo data to the downstream database
where a Streams capture process captures changes in the archived redo log files
at the remote destination. See Oracle Streams Concepts and Administration for
more information.

Oracle Change Data Capture staging database

This destination type allows Change Data Capture for the Asynchronous
AutoLog to use log transport services to transfer redo data from a source
database to a remote staging database where a process captures change data
from the archived redo log files. See Oracle Data Warehousing Guide for more
information.

For discussion purposes, this guide refers to the production database as a primary
database and to archival destinations as standby databases (as defined in

Section 1.1). If you are using Oracle Change Data Capture, substitute the terms
source and staging database for primary and standby database, respectively. If you
are using Oracle Streams, substitute the terms source and downstream capture
database for primary and standby database, respectively.
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5.2.2 Configuring Destinations with the LOG_ARCHIVE_DEST n Parameter

The LOG_ARCHI VE_DEST _n initialization parameter defines up to ten (wheren =1,
2, 3, ... 10) destinations, each of which must specify either the LOCATI ON or the
SERVI CE attribute to specify where to archive the redo data. (Also, see Chapter 12
for complete information about all LOG_ARCHI VE_DEST _n attributes.)

The LOCATI ONand SERVI CE attributes describe either a local disk location or an
Oracle Net service name that represents a standby destination to which log
transport services will transmit redo data. Specifying remote destinations with the
SERVI CE attribute ensures Data Guard can maintain a transactionally consistent
remote copy of the primary database for disaster recovery.

For every LOG_ARCHI VE_DEST_n initialization parameter that you define, you can
specify a corresponding LOG_ARCHI VE_DEST_STATE_n parameter. The LOG _
ARCHI VE_DEST_STATE_n (where n is an integer from 1 to 10) initialization
parameter specifies whether the corresponding destination is currently on (enabled)
or off (disabled). Table 5-1 describes the LOG_ARCHI VE_DEST_STATE_n parameter
attributes.

Table 5-1 LOG_ARCHIVE_DEST_STATE_n Initialization Parameter Attributes

Attribute Description

ENABLE Log transport services can transmit redo data to this
destination. ENABLE is the default.

DEFER Log transport services will not transmit redo data to this
destination. This is a valid but unused destination.

ALTERNATE This destination is not enabled, but it will become enabled if
communication to its associated destination fails.

RESET Functions the same as DEFER, but clears any error messages for
the destination if it had previously failed.

Example 5-1 provides an example of one destination with the LOCATI ONattribute.

Example 5-1 Specifying a Local Archiving Destination

LOG ARCHI VE_DEST _1=" LOCATI ON=/ ar chi/ chi cago/
LOG ARCHI VE_DEST STATE_1=ENABLE

Figure 5-2 shows what this simple configuration, consisting of a single local

destination, would look like. The log writer process writes redo data to the online
redo log file. As each online redo log file is filled, a log switch occurs and an ARCn
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process archives the filled online redo log file to an archived redo log file. The filled
online redo log file is now available for reuse.

Figure 5-2 Primary Database Archiving When There Is No Standby Database
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It is important to note that the configuration shown in Figure 5-2 does not include a
standby database and thus does not provide disaster-recovery protection. To make
this simple configuration into a basic Data Guard configuration that provides
disaster recovery, you need to add a standby database at a remote destination by
specifying the SERVI CE attribute.

Example 5-2 shows the initialization parameters that enable log transport services
to archive the online redo log on the local destination chi cago and transmit redo
data to a remote standby database with the Oracle Net service name bost on. The
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example takes the default values for all of the other LOG_ARCHI VE_DEST n
attributes:

Example 5-2 Specifying a Remote Archiving Destination

LOG_ARCHI VE_DEST_1='" LOCATI ON=/ ar chl/ chi cago/*
LOG_ARCHI VE_DEST_STATE_1=ENABLE

LOG_ARCHI VE_DEST_2=" SERVI CE=bost on'

LOG_ARCHI VE_DEST_STATE_2=ENABLE

These initialization parameters set up a basic Data Guard configuration that is
based on the premises that log transport services will use archiver (ARCn) processes
to archive to both the local and remote destinations, and the configuration provides
the maximum performance level of data protection.

Although you can create a basic Data Guard configuration by specifying only the
LOCATI ONor the SERVI CE attributes on the LOG_ARCHI VE_DEST_n parameter,
you can optionally specify more attributes to further define each destination’s
behavior. The following sections describe several of the LOG_ARCHI VE_DEST_n
parameter attributes.

5.2.3 Setting Up Flash Recovery Areas As Destinations

The Oracle database enables you to configure a disk area called the flash recovery
area that is a directory, file system, or Oracle Storage Manager disk group that serves
as the default storage area for files related to recovery.

To configure a flash recovery area, you specify the directory, file system, or Oracle
Storage Manager disk group that will serve as the flash recovery area using the DB_
RECOVERY_FI LE_DEST initialization parameter. If no local destinations are
defined, Data Guard implicitly uses the LOG_ARCHI VE_DEST 10 destination to
refer to the default disk location for the flash recovery area and for storing the
archived redo log files. (See Oracle Database Backup and Recovery Basics to configure
the flash recovery area and Oracle Database Administrator's Guide for more
information about Oracle Storage Manager and Oracle Managed Files.)

Note: The filenames for archived redo log files stored in a flash
recovery area are generated automatically by Oracle Managed Files
(OMF); the filenames are not based on the format specified by the
LOG_ARCHI VE_FORMAT initialization parameter.
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Although the flash recovery area uses the LOG_ARCHI VE_DEST_10 destination by
default, you can explicitly set up flash recovery areas to use one or more other LOG _
ARCHI VE_DEST _n destinations or the STANDBY_ARCHI VE_DEST destination. This
section contains the following topics:

« Using the LOG_ARCHIVE_DEST_10 Default Flash Recovery Area
« Setting Flash Recovery Areas to Other LOG_ARCHIVE_DEST n Destinations
« Setting Flash Recovery Areas to the STANDBY_ARCHIVE_DEST Destination

« Sharing a Flash Recovery Area Between Primary and Standby Databases

Note: A primary database cannot transmit redo data to the flash
recovery area of a logical standby database.

See Oracle Database Backup and Recovery Basics to configure flash recovery areas and
Section 8.4.4 for information about setting up a deletion policy for archived redo log
files in flash recovery areas.

5.2.3.1 Using the LOG_ARCHIVE_DEST_10 Default Flash Recovery Area

If a flash recovery area has been configured and no local destinations are defined,
Data Guard implicitly uses the LOG_ARCHI VE_DEST 10 destination to refer to the
default disk location for the flash recovery area and for storing the archived redo
log files.

When the LOG_ARCHI VE_DEST_10 destination is used for the flash recovery area,
Data Guard automatically uses the default values for all of the LOG_ARCHI VE _
DEST 10 parameter attributes. To override the defaults, you can dynamically set the
values for most? of the attributes by explicitly specifying the LOG_ARCHI VE_DEST _
10 parameter. For example, the following ALTER SYSTEM SET statement specifies
several attributes on the LOG_ARCHI VE_DEST 10 initialization parameter:

SQL> ALTER SYSTEM SET LOG ARCH VE_DEST 10=' LOCATI ON=USE_DB_RECOVERY_FI LE_DEST
LGAR MANDATORY RECPEN=5 VALI D_FCR=( ONLI NE_LOGFI LES, PRI MARY_ROLE)'

When setting LOG_ARCHI VE_DEST _n attributes, the TEMPLATE attribute of a LOG _
ARCHI VE_DEST _n parameter will override all other specifications for the flash
recovery area. If the TEMPLATE attribute is specified for a remote destination and

! Only the QUOTA S| ZE and QUOTA_USED attributes cannot be specified when defining a
destination for the flash recovery area. This is because the amount of space allocated for the
flash recovery area is defined with the DB_ RECOVERY_FI LE_DEST_SI ZE parameter.
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that destination archives redo data to a flash recovery area, the archived redo log
file will use the directory and file name specified by the TEMPLATE attribute.

5.2.3.2 Setting Flash Recovery Areas to Other LOG_ARCHIVE_DEST n
Destinations

By default, if no local destinations are defined, flash recovery areas use the LOG_
ARCHI VE_DEST_10 destination, but you can explicitly set up one or more other
LOG_ARCHI VE_DEST_n destinations. For example, you can optionally:

« Configure destinations other than LOG_ARCHI VE_DEST_10

For example, an existing Data Guard configuration may have already used the
LOG_ARCHI VE_DEST_10 destination for another purpose, or you may want to
release the LOG_ARCHI VE_DEST _10 destination for other uses.

To configure the flash recovery area to use another archival destination, you
must specify the LOCATI ON=USE_DB_RECOVERY_FI LE_DEST attribute to
define the new destination. For example:

SQL> ALTER SYSTEM SET LOG ARCH VE_DEST 1=' LOCATI ON=USE_DB_RECOVERY_ FI LE_DEST
ARCH MANDATORY REOPEN=5 VALI D_FOR=( ONLI NE_LOGFI LES, PRI MARY_ROLE)'

The implicit setting (for LOG_ARCHI VE_DEST_10 to use the flash recovery area)
will be cleared.

« Configure destinations in addition to LOG_ARCHI VE_DEST 10 destination for
use after a role transition

For example, you can configure one destination to be valid for standby redo log
archival when the database operates in the standby role and another destination
to be valid for online redo log archival when the database operates in the
primary role.

To configure a LOG_ARCHI VE_DEST _n destination in addition to LOG _
ARCHI VE_DEST _10, you must explicitly specify both destinations:

LOG_ARCHI VE_DEST 9=' LOCATI ON=USE_DB_RECOVERY_FI LE_DEST ARCH MANDATCRY
REOPEN=5 VALI D_FOR=( STANDBY_LOGFI LES, STANDBY ROLE)'

LOG_ARCHI VE_DEST 10=' LOCATI ON=USE_DB_RECOVERY_FI LE_DEST ARCH MANDATORY
REOPEN=5 VALI D_FOR=( ONLI NE_LOGFI LES, PRI MARY_ROLE)'
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5.2.3.3 Setting Flash Recovery Areas to the STANDBY_ARCHIVE_DEST
Destination

You can use a flash recovery area on a physical standby database by defining the
STANDBY_ARCHI VE_DEST parameter. For example:

STANDBY_ARCHI VE_DEST=' LOCATI ON=USE_DB_RECOVERY_FI LE_DEST'

Note: Flash recovery area destinations specified with the
STANDBY_ARCHI VE_DEST parameter on logical standby databases
(SQL Apply) are ignored.

5.2.3.4 Sharing a Flash Recovery Area Between Primary and Standby Databases

You can share a flash recovery area between databases provided each database that
shares the flash recovery area has a unique database name, specified with the DB _
UNI QUE_NAME initialization parameter.

The following examples show how to specify initialization parameters on the
primary and standby databases that will share a flash recovery area in the

/ ar ch/ or adat a location. Although the DB_UNI QUE_NAME parameter is not
specified in Example 5-3, it defaults to PAYROLL, which is the name specified for
the DB_NANME initialization parameter.

Example 5-3 Primary Database Initialization Parameters for a Shared Recovery Area

DB_NAME=PAYROLL

LOG ARCHI VE_DEST_1=' LOCATI ON=USE_DB_RECOVERY_FI LE_DEST'
DB_RECOVERY_FI LE_DEST='/ ar ch/ or adat a'

DB_RECOVERY_FI LE_DEST S| ZE=20G

Example 5-4 Standby Database Initialization Parameters for a Shared Recovery Area

DB_NAME=PAYROLL

DB_UNI QUE_NAME=bost on

LOG _ARCHI VE_DEST_1=' LOCATI ON=USE_DB_RECOVERY_FI LE_DEST'
STANDBY_ARCHI VE_DEST=' LOCATI ON=USE_DB_RECOVERY_FI LE_DEST'
DB_RECOVERY_FI LE_DEST='/ ar ch/ or adat a'

DB_RECOVERY_FI LE_DEST_SI ZE=5G

See Oracle Database Backup and Recovery Advanced User's Guide for more information
about sharing a flash recovery area among multiple databases.
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5.3 How to Send Redo Data

This section contains the following topics:
« Using Archiver Processes (ARCn) to Archive Redo Data
« Using the Log Writer Process (LGWR) to Archive Redo Data

« Providing for Secure Redo Data Transmission

5.3.1 Using Archiver Processes (ARCn) to Archive Redo Data

By default, log transport services use ARCn processes to archive the local online
redo log files on the primary database before transmitting the redo data to remote
standby destinations. Using ARCn processes for archival processing is described in
the following topics:

« Initialization Parameters That Control ARCn Archival Behavior
« Default ARCn Archival Processing
« Nondefault ARCn Archival Processing

ARCn archival processing supports only the maximum performance level of data
protection in Data Guard configurations. You must use the LGWR process to
transmit redo data to standby locations that operate in other data protection modes.
See Section 5.6 for more information about the Data Guard data protection modes.

5.3.1.1 Initialization Parameters That Control ARCn Archival Behavior

The LOG_ARCHI VE_LOCAL_FI RST initialization parameter, the ARCHattribute on
the LOG_ARCHI VE_DEST _n parameter, and the LOG_ARCHI VE_DEST_STATE n
parameter control ARCn archival processing. The following sections describe
setting these parameters to control archival processing.

Enabling Log Transport Services to Use ARCn Processes
The ARCH attribute of the LOG_ARCHI VE_DEST_n parameter enables log transport
services to use ARCn processes to transmit redo data to archival destinations:

« If you specify the ARCHand LOCATI ON attributes on the LOG_ARCHI VE_DEST _
n parameter, ARCn processes archive to a local destination.

« If you specify the ARCHand SERVI CE attributes on the LOG_ARCHI VE_DEST _n
parameter, ARCn processes transmit redo data to a remote destination.
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Controlling When ARCnh Processes Transmit Redo Data

The LOG_ARCHI VE_LOCAL_FI RST initialization parameter controls when the
archiver processes (ARCn) transmit redo data to remote standby database
destinations. The following table describes possible values for this parameter.

Value Transmits Redo Data to the Remote Standby Destination. . .

TRUE After the online redo log file is completely and successfully archived to at
least one local destination. This is the default value. Section 5.3.1.2 provides
more information about this default ARCn behavior.

FALSE At the same time the online redo log file is archived to the local destinations.
Section 5.3.1.3 provides more information about this ARCn behavior.

The following sections provide more information about the behavior of ARCn
processing depending on the value of the LOG_ARCHI VE_LOCAL_FI RST
initialization parameter.

5.3.1.2 Default ARCn Archival Processing

Figure 5-3 shows an example of the default archival processing in a Data Guard
configuration. This configuration represents the default ARCn archival processing
in a Data Guard configuration with a primary database located in Chicago and one
physical standby database located in Boston. (This is the configuration that was
created in Chapter 3.)

Archiving happens when a log switch occurs on the primary database. After the
ARCO process successfully archives the local online redo log to the local destination
(LOG_ARCHI VE_DEST 1), the ARCL process transmits redo from the local archived
redo log files (instead of the online redo log files) to the remote standby destination
(LOG_ARCHI VE_DEST_2). On the remote destination, the remote file server process
(RFS) will, in turn, write the redo data to an archived redo log file from a standby
redo log file. (Section 5.6.2 describes how to configure standby redo log files.) Log
apply services use Redo Apply (MRP process?) or SQL Apply (LSP process?) to
apply the redo to the standby database. Because the online redo log files are
archived locally first, the LGWR process reuses the online redo log files much
earlier than would be possible if the ARCn processes archived to the standby

The managed recovery process (MRP) applies archived redo log files to the physical
stanl((jlby c(jjatabase and can start additional parallel execution (Pnnn) processes to balance
workload.

The logical standby process (LSP) uses parallel execution (Pnnn) processes to apply
archived redo log files to the logical standby database, using SQL interfaces.
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database concurrently with the local destination. This behavior is useful when
archiving to remote destinations that use a slow network connection, such as a
long-distance wide area network (WAN). A benefit of the default ARCn archival
behavior is that local archiving, and hence, processing on the primary database, is
not affected by archiving to non-mandatory, remote destinations. It may be
necessary to create more online redo log files, because it may take more time to
recycle the online redo log files for reuse by the log writer process.

As shown in Figure 5-3, you need to have at least 2 ARCn processes to separate
local archival from remote archival. This can be done by setting the LOG_ARCHI VE_
MAX_PROCESSES initialization parameter (the default setting is 2).

Figure 5-3 Archiving to Local Destinations Before Archiving to Remote Destinations

Primary
Database
Transactions Primary System Standby System
Standby
MRP Database
LGWR RFS orLSP
—)

Online E
Redo Log Files

Oracle Net
ARCO ARC1
LOG ARCHI VE_DEST_l\ /
— E e
Archived Archived
Redo Log Files Redo Log Files

5-12 Oracle Data Guard Concepts and Administration



How to Send Redo Data

Because the default ARCn archival processing disassociates local archiving from
remote archiving, sites that may have policies to delete archived redo log files on
the primary database immediately after backing them up must make sure that the
standby destinations receive the corresponding redo data before deleting the
archived redo log files on the primary database. You can query the VSARCHI VED _
LOGview to verify the redo data was received on standby destinations.

5.3.1.3 Nondefault ARCn Archival Processing

To transmit redo data to the standby destination at the same time the online redo log
file is being archived to the local online redo log files, set the LOG_ARCHI VE _
LOCAL _FI RST=FALSE initialization parameter.

Note: Prior to release 10.1, the default ARCn archival behavior
was to transmit redo data to the standby destination at the same time
the online redo log file was being archived.

Example 5-5 shows the portion of the primary role initialization parameters with
LOG_ARCHI VE_LOCAL_FI RST=FALSE. Note that specifying the ARCH attribute on
the LOG_ARCHI VE_DEST _n parameter is optional, because this is the default
archival setting.

Example 5-5 Primary Database: Initialization Parameters for ARCn Archival
LOG ARCH VE LOCAL_F RST=FALSE

LOG_ARCHI VE_DEST_1=" LOCATI ON=/ ar chl/ chi cago/

LGOG ARCH VE_DEST_2=' SEFRVl (E=host on ARCH

LGOS ARCH VE DEST_STATE 1=ENABLE

LOG ARCH VE _DEST_STATE 2=ENABLE

Figure 5-4 shows archival processing in a Data Guard configuration in which ARCn
processes on the primary database transmit redo data to the remote destination at
the same time the local online redo log file is being archived. In this configuration,
archival operations occur on both the local and the remote standby destinations
using redo data from the local online redo log files. This results in redo data being
promptly dispatched to the remote standby database destination.

Specifying LOG_ARCHI VE_LOCAL_FI RST=FALSE is most useful for faster network
connections, such as high-speed local area networks (LAN).

Log Transport Services 5-13



How to Send Redo Data

Figure 5-4 Archiving to Local and Remote Destinations at the Same Time
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5.3.2 Using the Log Writer Process (LGWR) to Archive Redo Data

If you choose the LGWR process, it will transmit redo data to both the local and
remote destinations as the redo is generated on the primary database. This section
contains the following topics:

« LOG_ARCHIVE_DEST_n Attributes for LGWR Archival Processing
« LGWR SYNC Archival Processing
« LGWR ASYNC Archival Processing

Specifying the LGAR and SYNC attributes and configuring standby redo log files on
at least one destination in a Data Guard configuration are required prerequisites for
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the maximum protection and maximum availability data protection modes. See
Section 5.6 for information about the Data Guard data protection modes.

5.3.2.1 LOG_ARCHIVE_DEST_n Attributes for LGWR Archival Processing

You can optionally enable log transport services to use the LGWR process to
concurrently transmit redo data to remote destinations at the same time the redo is
written to the local online redo log files.

Using the LGWR process differs from the default ARCn processing (described in
Section 5.3.1), because instead of waiting for the online redo log to switch at the
primary database and then writing the entire archived redo log at the remote
destination all at once, the LGWR process creates a new redo log file at the standby
site that reflects the log sequence number (and size) of the current online redo log of
the primary database. Then, as redo is generated at the primary database, it is also
propagated to the remote destination. The propagation to the remote destination
will either be synchronous or asynchronous, based on whether the SYNC or the
ASYNC attribute is set on the LOG_ARCHI VE_DEST _n parameter. Synchronous
LGWR processing is required for the maximum protection and maximum
availability modes of data protection in Data Guard configurations.

The following sections describe the LGAR, SYNC, and ASYNC attributes.

Enabling Log Transport Services to Use the LGWR Process

The LOGAR attribute of the LOG_ARCHI VE_DEST_n parameter enables log transport
services to use the LGWR process to transmit redo data to archival destinations You
can specify the LGAR and SERVI CE attributes on the LOG_ARCHI VE_DEST n
parameter to transmit redo data to a remote standby destination.

Specifying the Network Transmission Mode

By default, the LGWR process synchronously archives to the local online redo log
files at the same time it transmits redo data to the remote destination. This is
equivalent to specifying the LGAR and SYNC attributes on the LOG_ARCHI VE_
DEST_n parameter:

« The SYNCattribute performs all network 1/0 synchronously, in conjunction
with each write operation to the online redo log file. Transactions are not
committed on the primary database until the redo data necessary to recover the
transactions is received by the destination. Section 5.3.2.2 shows an example of
synchronous network transmission in a Data Guard configuration.

If you need to transmit redo data to multiple remote destinations, you can
optionally specify SYNC=PARALLEL to initiate the network 1/0 to multiple
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destinations in parallel. When you specify both the LGAR and SYNC=PARALLEL
attributes on the LOG_ARCHI VE_DEST _n parameter, the LGWR process
submits the redo data to one or more network server (LNSn) processes, which
then initiate the network 170 in parallel.

If you do not specify either the SYNC or ASYNC attributes, the default is
SYNC=PARALLEL.

« The ASYNC attribute performs all network 1/0 asynchronously and control is
returned to the executing application or user immediately. When this attribute
is specified, the LGWR process archives to the local online redo log file and
submits the network 1/0 request to the network server (LNSn) process for that
destination, and the LGWR process continues processing the next request
without waiting for the network 1/0 to complete.

If you specify the ASYNC attribute, you can specify a block count to determine
the size of the SGA network buffer to be used. Block counts from 0 to 102,400
blocks are allowed. The ASYNC attribute allows the optional suffix value K to
represent 1,000 (the value 1K indicates 1,000 512-byte blocks). In general, for
slower network connections, use larger block counts. Section 5.3.2.3 shows an
example of asynchronous network transmission in a Data Guard configuration.

When the LGAR and ASYNC attributes are in effect, the LGWR process archives
to the local online redo log file and submits the redo data to one or more LNSn
processes that asynchronously transmit the redo data over the network. If log
transport services transmit redo data to multiple remote destinations, the LNSn
processes (one for each destination) initiate the network 1/0 to all of the
destinations in parallel. See Chapter 12 for more information.

Note: If you configure a destination to use the LGWR process, but
for some reason the LGWR process becomes unable to archive to
the destination, then log transport services will revert to using the
ARCn process to complete archival operations using the default
(LOG_ARCHI VE_LOCAL _FI RST=TRUE) behavior. This behavior is
described in Section 5.3.1.2.

5.3.2.2 LGWR SYNC Archival Processing

Example 5-6 shows the primary role LOG_ARCHI VE_DEST_n parameters that
configure the LGWR process for synchronous network transmission. Note that
specifying the SYNC attribute on the LOG_ARCHI VE_DEST _n parameter is optional,
because synchronous network transmission is the default for LGWR archival
processing. Also, the example specifies the NET_TI MEQUT=30 attribute to control
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the amount of time that the LGWR process waits for status from the network server
process before terminating the network connection. If there is no reply within 30
seconds, then the LGWR process returns an error message.

Example 5-6 Initialization Parameters for LGWR Synchronous Archival

LOG_ARCHI VE_DEST_1=" LCCATI ON=/ ar chl/ chi cago/

LOG_ARCHI VE_DEST_2=" SERVI CE=bost on LGAR SYNC NET_TI MEQUT=30'
LOG_ARCHI VE_DEST_STATE_1=ENABLE

LOG_ARCHI VE_DEST_STATE_2=ENABLE

Figure 5-5 shows a Data Guard configuration that uses the LGWR process to
synchronously transmit redo data to the standby system at the same time it is
writing redo data to the online redo log file on the primary database. On the
standby system, the remote file server (RFS) receives redo data over the network
from the LGWR process and writes the redo data to the standby redo log files.

A log switch on the primary database triggers a log switch on the standby database,
causing ARCn processes on the standby database to archive the standby redo log
files to archived redo log files on the standby database. Then, log apply services use
Redo Apply (MRP process) or SQL Apply (LSP process) to apply the redo data to
the standby database.

If real-time apply is enabled, Data Guard recovers redo data directly from the
current standby redo log file as it is being filled up by the RFS process.
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Figure 5-5 LGWR SYNC Archival to a Remote Destination with Standby Redo Log Files
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5.3.2.3 LGWR ASYNC Archival Processing

Example 5-7 shows the primary role LOG_ARCHI VE_DEST_n parameters that
configure the LGWR process for asynchronous network transmission.

Example 5-7 Initialization Parameters for LGWR Asynchronous Archiving

LOG_ARCHI VE_DEST_1=" LOCATI ON=/ ar chl/ chi cago/

LOG ARCHI VE_DEST 2=' SERVI CE=bost on LG/AR ASYNC=61440'
LOG_ARCH VE_DEST_STATE_1=ENABLE

LOG_ARCH VE_DEST_STATE_2=ENABLE
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Figure 5-6 shows the LNSnh process transmitting redo data over Oracle Net to the
RFS process on the standby database. The LNSn and LGWR processes on the
primary database use interprocess communication (IPC) to communicate.

Figure 5-6 LGWR ASYNC Archival with Network Server (LNSn) Processes
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5.3.3 Providing for Secure Redo Data Transmission

Providing a secure environment should be a core requirement for any site
supporting mission-critical applications, because a lack of security can directly
affect availability. Data Guard provides a secure environment and prevents the
possible tampering of redo data as it is being transferred to the standby database.
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Log transport services use authenticated network sessions to transfer redo data.
These sessions are authenticated using the SYS user password contained in the
password file. All databases in the Data Guard configuration must use a password
file, and the SYS password contained in this password file must be identical on all
systems. This authentication can be performed even if Oracle Advanced Security is
not installed, and provides some level of security when shipping redo.

Note: To further protect redo (for example, to encrypt redo or
compute an integrity checksum value for redo traffic over the
network to disallow redo tampering on the network), Oracle
recommends that you install and use Oracle Advanced Security. See
the Oracle Advanced Security Administrator’s Guide.

To provide for secure redo transmission, you need to set up every database in the
Data Guard configuration to use a password file, and set the password for the SYS
user identically on every system. To set up a secure environment perform the
following steps on the primary database and each standby database:

1. Create a password file (using the or apwd utility) on the primary and all
standby databases. For example:

CRAPWD FI LE=or apw PASSWORD=nypassword ENTRI ES=10
This example creates a password file with 10 entries, where the password for
SYS is mypassword. For redo data transmission to succeed, ensure you set the

password for the SYS user account identically for every primary and standby
database.

2. Setthe REMOTE_LOG N_PASSWORDFI LE initialization parameter to
EXCLUSI VE or SHARED to enable Oracle to check for a password file and to
specify how many databases can use the password file. For example:

REMOTE_LOG N_PASSWORDFI LE=EXCLUSI VE

See the Oracle Database Reference for more information about this parameter.

Once you have performed these steps to set up security on every database in the
Data Guard configuration, Data Guard transmits redo data only after the
appropriate authentication checks using SYS credentials are successful.
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5.4 When Redo Data Should Be Sent

This section contains the following topics:
« Specifying Role-Based Destinations with the VALID_FOR Attribute
« Specify Unique Names for Primary and Standby Databases

5.4.1 Specifying Role-Based Destinations with the VALID_FOR Attribute

The VALI D_FOR attribute enables you to configure destination attributes for both
the primary and standby database roles in one server parameter file (SPFILE), so
that your Data Guard configuration operates properly after a role transition. This
simplifies switchovers and failovers by removing the need to enable and disable the
role-specific parameter files after a role transition.

When you specify the VALI D_FOR attribute of the LOG_ARCHI VE_DEST _n
parameter, it identifies when log transport services can transmit redo data to
destinations based on the following factors:

«  Whether the database is currently running in the primary or the standby role

«  Whether archival of the online redo log file, standby redo log file, or both is
required depending on the current role of the database

To configure these factors for each LOG_ARCHI VE_DEST_n destination, you specify
this attribute with a pair of keywords: VALI D_FOR=( redo_log_type, database_role) .
The redo_log_type keyword identifies the destination as valid for archiving the
following: ONLI NE_LOGFI LE, STANDBY_LOGFI LE, or ALL_LOGFI LES. The
database_role keyword identifies the role in which the current database must be in
for the destination to be valid: PRI MARY _RCLE, STANDBY_ ROLE, or ALL_RCLES.

If you do not specify the VALI D_FOR attribute for a destination, by default,
archiving the online redo log and standby redo log is enabled to the destination,
regardless of the database role. This default behavior is equivalent to setting the
(ALL_LOGFI LES, ALL_ROLES) keyword pair on the VALI D_FOR attribute. For
example:

LOG_ARCHI VE_DEST_1=' LOCATI ONe/ ARCHL/ CHI CAGD' VALI D_FOR=( ALL_LOGFI LES, ALL_ROLES)'

Although the (ALL_LOGFI LES, ALL_ROLES) keyword pair is the default, it is not
recommended for every destination. For example, logical standby databases, unlike
physical standby databases, are open databases that generate redo data and have
multiple log files (online redo log files, archived redo log files, and standby redo log
files). In most cases, the online redo log files generated by the logical standby
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database are located in the same directory as the standby redo logs files that are
receiving redo from the primary database.

Therefore, it is recommended that you define a VALI D_FOR attribute for each
destination so that your Data Guard configuration operates properly, including
after a role transition. See the scenarios in Section 10.1 for examples of the VALI D_
FOR attribute settings for various Data Guard configurations, and Chapter 12 for
reference information about the VALI D_FOR attribute.

If you choose not to use the VALI D_FOR attribute to configure destinations, you
must maintain two database server parameter files (SPFILES) for each database: one
for when the database is in the primary role and the other for the standby role. See
Chapter 10 for more configuration examples.

5.4.2 Specify Unique Names for Primary and Standby Databases

The DB_UNI QUE_NANME attribute enables you to specify unique database names
when you configure destinations. This makes it possible to dynamically add a
standby database to a Data Guard configuration that contains a Real Applications
Clusters primary database, when that primary database is operating in either the
maximum protection or the maximum availability level of protection.

Note: If the standby database on a remote destination has not
been identified using the DB_UNI QUE_NAME initialization
parameter, the standby database must be accessible before the
primary instance is started.

Together, the DB_UNI QUE_NAME attribute of the LOG_ARCHI VE_DEST_n parameter
and the DG_CONFI Gattribute of the LOG_ARCHI VE_CONFI G parameter specify the
unique name of each database of the Data Guard configuration. The names you
supply must match what was defined for each database with the DB_UNI QUE_NANME
initialization parameter.

For example, the following initialization parameters show the DB_UNI QUE_NANE
and LOG_ARCHI VE_CONFI Gdefinitions for the primary database (chi cago) in the
Data Guard configuration described in Chapter 3:

DB_NAME=chi cago

DB_UNI QUE_NAME=chi cago

LOG_ARCHI VE_CONFI G=' DG_CONFI G=( chi cago, boston)'

LOG_ARCHI VE_DEST_1=' LOCATI ON=/ ar ch1/ chi cago/ VALI D FOR=( ALL_LOGFI LES, ALL_ROLES)
LOG_ARCHI VE_DEST 2=

5-22 Oracle Data Guard Concepts and Administration



When Redo Data Should Be Sent

' SERVI CE=bost on
VALI D_FOR=( ONLI NE_LQOGFI LES, PRI MARY_RCLE)
DB_UNI QUE_NAME=bost on'

The DB_UNI QUE_NAME attribute is required for remote destinations specified with
the SERVI CE attribute. In the example, the LOG_ARCHI VE_DEST_2 parameter
specifies the DB_UNI QUE_NAME=bost on for the remote destination; log transport
services validate this information at the remote destination. If the names do not
match, the connection to that destination is refused.

The LOG_ARCHI VE_CONFI Gparameter also has SEND, NOSEND, RECEI VE, and
NORECEI VE attributes:

« SENDenables a database to send redo data to remote destinations
« RECEI VE enables the standby database to receive redo from another database
To disable these settings, use the NOSEND and NORECEI VE keywords.

For example, to ensure the primary database never accidentally receives any
archived redo data, set the LOG_ARCHI VE_CONFI Ginitialization parameter to
NORECEI VE on the primary database, as follows:

LOG_ARCHI VE_CONFI G=' NORECEI VE, DG_CONFI G=( chi cago, bost on)'

However, keep in mind that specifying either the NOSEND or the NORECEI VE
attributes may limit the database instance’s capabilities after a role transition. For
example, if a standby database with the NOSEND attribute set is transitioned to the
primary role, it would not be able to transmit redo data to other standby databases
until you reset the parameter value to SEND. Similarly, a database that has the
NORECEI VE attribute specified cannot receive redo from the primary database.

By default, the LOG_ARCHI VE_CONFI Gparameter allows the primary database to
send redo data to the standby database and allows the standby database to receive
redo from the primary database for archiving. This is equivalent to setting both
SEND and RECEI VE attributes on the LOG_ARCHI VE_CONFI G parameter.

Note: The LOG_ARCHI VE_CONFI Ginitialization parameter
replaces the REMOTE_ARCHI VE_ENABLE initialization parameter,
which will be deprecated in a future release. Do not specify both
parameters in the same SPFILE or text initialization parameter file.
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5.5 What to Do If Errors Occur

To handle archiving failures, you can use the REOPEN and MAX_FAI LURES
attributes of the LOG_ARCHI VE_DEST_n parameter to specify what actions are to be
taken when archival processing to a destination fails. These actions include:

« Retrying the archival operation to a failed destination after a specified period of
time, up to a limited number of times

« Using an alternate or substitute destination

« Controlling the number of attempts to reestablish communication and resume
sending redo data to a failed destination.

Use the REOPEN attribute to determine if and when the ARCn process or the LGWR
process attempts to transmit redo data again to a failed destination following an
error.

Use the REOPEN=seconds attribute to specify the minimum number of seconds
that must elapse following an error before the archiving process will try again to
access a failed destination. The default value is 300 seconds. The value set for the
REOPEN attribute applies to all errors, not just connection failures. You can turn off
the option by specifying NOREOPEN, which prevents the destination from being
retried after a failure occurs.

Use the MAX_FAI LURE attribute to specify the maximum number of consecutive
times that log transport services attempt to transmit redo data to a failed
destination. You can use the REOPEN attribute, in conjunction with the MAX

FAI LURE attribute, to limit the number of consecutive attempts that will be made to
reestablish communication with a failed destination. Once the specified number of
consecutive attempts is exceeded, the destination is treated as if the NOREOPEN
attribute was specified.

The REOPEN attribute is required when you use the MAX_FAI LURE attribute.
Example 5-8 shows how to set a retry time of 60 seconds and limit retries to 3
attempts.

Example 5-8 Setting a Retry Time and Limit
LOG_ARCHI VE_DEST_1=' LOCATI ON=/ ar c_dest REOPEN=60 MAX_FAI LURE=3'

5.6 Setting Up a Data Protection Mode

Data Guard provides three modes of data protection: maximum protection,
maximum availability, and maximum performance. The level of data protection you
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choose controls what happens if the primary database loses its connection to the
standby database. This section contains the following topics:

« Choosing a Data Protection Mode
« Configuring Standby Redo Log Files

« Setting the Data Protection Mode of a Data Guard Configuration

5.6.1 Choosing a Data Protection Mode

To determine the appropriate data protection mode to use, review the following
descriptions of the data protection modes to help assess your business requirements
for data availability against user demands for response time and performance. Also,
see Section 5.6.3 for information about setting up the data protection mode.

5.6.1.1 Maximum Protection Mode

This protection mode guarantees that no data loss will occur if the primary database
fails. To provide this level of protection, the redo data needed to recover each
transaction must be written to both the local online redo log and to the standby redo
log on at least one standby database before the transaction commits. To ensure data
loss cannot occur, the primary database shuts down if a fault prevents it from
writing its redo stream to at least one remote standby redo log. For
multiple-instance RAC databases, Data Guard shuts down the primary database if
it is unable to write the redo records to at least one properly configured database
instance. The maximum protection mode requires that you:

« Configure standby redo log files on at least one standby database.

« Setthe SYNC, LG/AR, and AFFI RMattributes of the LOG_ARCHI VE_DEST _n
parameter for at least 1 standby database destination.

5.6.1.2 Maximum Availability Mode

This protection mode provides the highest level of data protection that is possible
without compromising the availability of the primary database. Like maximum
protection mode, a transaction will not commit until the redo needed to recover that
transaction is written to the local online redo log and to at least one remote standby
redo log. Unlike maximum protection mode, the primary database does not shut
down if a fault prevents it from writing its redo stream to a remote standby redo
log. Instead, the primary database operates in maximum performance mode until
the fault is corrected and all gaps in redo log files are resolved. When all gaps are
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resolved, the primary database automatically resumes operating in maximum
availability mode.

This mode guarantees that no data loss will occur if the primary database fails, but
only if a second fault does not prevent a complete set of redo data from being sent
from the primary database to at least one standby database.

Like maximum protection mode, the maximum availability mode requires that you:
« Configure standby redo log files on at least one standby database.

« Set the SYNC, LGAR, and AFFI RMattributes of the LOG_ARCHI VE_DEST n
parameter for at least 1 standby database.

5.6.1.3 Maximum Performance Mode

This protection mode (the default) provides the highest level of data protection that
is possible without affecting the performance of the primary database. This is
accomplished by allowing a transaction to commit as soon as the redo data needed
to recover that transaction is written to the local online redo log. The primary
database’s redo data stream is also written to at least one standby database, but that
redo stream is written asynchronously with respect to the commitment of the
transactions that create the redo data.

When network links with sufficient bandwidth are used, this mode provides a level
of data protection that approaches that of maximum availability mode with
minimal impact on primary database performance.

The maximum performance mode enables you to either set the LGAR and ASYNC
attributes, or set the ARCH attribute on the LOG_ARCHI VE_DEST_n parameter for
the standby database destination. If the primary database fails, you can reduce the
amount of data that is not received on the standby destination by setting the LGAR
and ASYNC attributes.

5.6.2 Configuring Standby Redo Log Files

Standby redo log files are required for the maximum protection and maximum
availability modes and highly recommended on all standby databases, because
Data Guard can recover and apply more redo data from standby redo log files than
from the archived redo log files alone.

You should plan the standby redo log configuration and create all required groups
and members of groups either before or soon after you create the standby database.
For increased availability, consider multiplexing the standby redo log files, similar
to the way that online redo log files are multiplexed.
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Use the following steps to configure multiplexed standby redo log files:

Step 1 Ensure log file sizes are identical on the primary and standby
databases.

The size of the current standby redo log file must exactly match (or be larger than)
the size of the current primary database online redo log file. For example, if the
primary database uses two online redo log groups whose log files are 200K, then the
standby redo log groups should also have log file sizes of 200K.

Step 2 Determine the appropriate number of standby redo log file groups.

Minimally, the configuration should have one more standby redo log file group than
the number of online redo log file groups on the primary database. However, the
recommended number of standby redo log file groups is dependent on the number of
threads on the primary database. Use the following equation to determine an
appropriate number of standby redo log file groups:

(maximum number of logfiles for each thread + 1) * maximum number of threads

Using this equation reduces the likelihood that the primary instance’s log writer
(LGWR) process will be blocked because a standby redo log file cannot be allocated
on the standby database. For example, if the primary database has 2 log files for
each thread and 2 threads, then 6 standby redo log file groups are needed on the
standby database.

Note: Logical standby databases may require more standby redo
log files (or additional ARCn processes) depending on the
workload. This is because logical standby databases also write to
online redo log files, which take precedence over standby redo log
files. Thus, the standby redo log files may not be archived as
quickly as the online redo log files. Also, see Section 5.7.3.1.

Step 3 Verify related database parameters and settings.

Verify the values already set for the MAXLOGFI LES and MAXL OGVEMBERS clauses
on the SQL CREATE DATABASE statement will not limit the number of standby
redo log file groups and number of members in each group that you can add. The
only way to override the limits specified by the MAXLOGFI LES and

MAXL OGVEMBERS clauses is to re-create the primary database or control file.

See Oracle Database SQL Reference and your operating system specific Oracle
documentation for the default and legal values of the MAXLOGFI LES and
MAXL OGVEMBERS clauses.
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Step 4 Create standby redo log file groups.

To create new standby redo log file groups and members, you must have the ALTER
DATABASE system privilege. The standby database begins using the newly created
standby redo log files the next time there is a log switch on the primary database.
Examples 5-9 and 5-10 show how to create a new group of standby redo log files,
use the ALTER DATABASE statement with the ADD STANDBY LOGFI LE GROUP
clause.

Example 5-9 Adding a Standby Redo Log File Group to a Specific Thread

The following statement adds a new group of standby redo log files to a standby
database and assigns them to THREAD 5:

SQ.> ALTER DATABASE ADD STANDBY LOGFI LE THREAD 5
2> ('/oracle/dbs/loglc.rdo','/oracle/dbs/log2c.rdo') SIZE 500M

The THREAD clause is required only if you want to add one or more standby redo
log file groups to a specific primary database thread. If you do not include the
THREAD clause and the configuration uses Real Application Clusters (RAC), Data
Guard will automatically assign standby redo log file groups to threads at runtime
as they are needed by the various RAC instances.

Example 5-10 Adding a Standby Redo Log File Group to a Specific Group Number
You can also specify a number that identifies the group using the GROUP clause:

SQ.> ALTER DATABASE ADD STANDBY LOGFI LE GROUP 10
2> ('/oracle/dbs/loglc.rdo',"'/oracle/dbs/log2c.rdo') SlZE 500M

Using group numbers can make administering standby redo log file groups easier.
However, the group number must be between 1 and the value of the MAXLOGFI LES
clause. Do not skip log file group numbers (that is, do not number groups 10, 20, 30,
and so on), or you will use additional space in the standby database control file.

Note: Although standby redo log files are only used when the
database is running in the standby role, Oracle recommends that
you create standby redo log files on the primary database so that
the primary database can switch over quickly to a standby role
without the need for additional DBA intervention. Consider using
the Oracle Enterprise Manager GUI to automatically configure
standby redo log files on both your primary and standby databases.
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Step 5 Verify the standby redo log file groups were created.

To verify the standby redo log file groups are created and running correctly, invoke
a log switch on the primary database, and then query either the VESTANDBY _LOG

view or the V$LOGFI LE view on the standby database. For example:

SQL> SELECT GROUP#, THREAD#, SEQUENCE#, ARCHI VED, STATUS FROM V$STANDBY_LCG;

GROUPH THREAD# SEQUENCE# ARC STATUS
3 1 16 NO ACTI VE
4 0 0 YES UNASSI GNED
5 0 0 YES UNASSI GNED

5.6.3 Setting the Data Protection Mode of a Data Guard Configuration

To set up log transport services and specify a level of data protection for the Data
Guard configuration, perform the following steps.

Step 1 Configure the LOG_ARCHIVE_DEST_n parameters on the primary
database.
On the primary database, configure the LOG_ARCHI VE_DEST _n parameter

attributes appropriately. Each of the Data Guard data protection modes requires
that at least one standby database in the configuration meet the minimum set of
requirements listed in Table 5-2.

Table 5-2 Minimum Requirements for Data Protection Modes

Maximum Protection | Maximum Availability Maximum Performance
Redo archival process LGAR LGAR LGAR or ARCH
Network transmission SYNC SYNC SYNC or ASYNC when using
mode LGWR process. SYNC if using

ARCH process

Disk write option AFFI RM AFFI RM AFFI RMor NOAFFI RM
Standby redo log Yes Yes Optional, but recommended
required?
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Note: Oracle recommends that a Data Guard configuration that is
running in maximum protection mode contains at least two standby
databases that meet the requirements listed in Table 5-2. That way,

the primary database can continue processing if one of the standby
databases cannot receive redo data from the primary database.

The following example shows how to configure the maximum availability mode:

SQ> ALTER SYSTEM SET LOG _ARCHI VE_DEST_2='" SERVI CE=chi cago
2> COPTIONAL LGAR SYNC AFFI RM
3> VALI D_FOR=( ONLI NE_LOGFI LES, PRI MARY_ROCLE)
4> DB_UNI QUE_NAME=chi cago' ;

If they are not already specified in the SPFILE, you should also specify unique
names with the DB_UNI QUE_NAME initialization parameter and list all databases on
the LOG_ARCHI VE_CONFI G parameter with the DG_CONFI Gattribute. For example:

SQL> ALTER SYSTEM SET LOG_ARCHI VE_CONFI G=' DG_CONFI G=( chi cago, bost on)'

This will enable the dynamic addition of a standby database to a Data Guard
configuration that has a Real Application Clusters primary database running in
either maximum protection or maximum availability mode.

Step 2 If you are upgrading the protection mode, perform this step.

Perform this step only if you are upgrading the protection mode (for example, from
maximum performance mode to maximum availability mode). Otherwise, go to
Step 3.

Assume this example is upgrading the Data Guard configuration from the
maximum performance mode to the maximum availability mode. Shut down the
primary database and restart it in mounted mode:

SQL> SHUTDOMN | MVEDI ATE;
SQL> STARTUP MOUNT;

For a Real Application Clusters database, shut down all of the primary instances
but start and mount only one primary instance.

Step 3 Set the data protection mode.

To specify a data protection mode, issue the SQL ALTER DATABASE SET
STANDBY DATABASE TO MAXI M ZE { PROTECTI ON | AVAI LABI LI TY |
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PERFORMANCE} statement on the primary database. For example, the following
statement specifies the maximum availability mode:

SQL> ALTER DATABASE SET STANDBY DATABASE TO MAXI M ZE AVAI LABI LI TY;,

Step 4 Open the primary database.
If you performed Step 2 to upgrade the protection mode, open the database:

SQL> ALTER DATABASE OPEN;

If you are downgrading the protection mode, the database will already be open.

Step 5 Configure the LOG_ARCHIVE_DEST_n parameters on standby
databases.

On the standby databases, configure the LOG_ARCHI VE_DEST _n parameter
attributes so the configuration can continue to operate in the new protection mode
after a switchover. For example:

SQL> ALTER SYSTEM SET LOG_ARCHI VE_DEST_2=' SERVI CE=bost on
2> OPTIONAL LGAR SYNC AFFI RM
3> VALI D_FOR=( ONLI NE_LOGFI LES, PRI MARY_ROLE)
4> DB_UNI QUE_NAME=boston';

Step 6 Confirm the configuration is operating in the new protection mode.

Query the VEDATABASE view to confirm the Data Guard configuration is operating
in the new protection mode. For example:

SQL> SELECT PROTECTI ON_MODE, PROTECTI ON_LEVEL FROM V$DATABASE;

PROTECTI ON_MODE PROTECTI ON_LEVEL

MAXI MUM AVAI LABI LI TY MAXI MUM AVAI LABI LI TY

See Chapter 13 and Oracle Database SQL Reference for information about SQL
statements.

5.7 Managing Log Files
This section contains the following topics:
« Specifying Alternate Directory Locations for Archived Redo Log Files

« Reusing Online Redo Log Files
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Managing Standby Redo Log Files
Planning for Growth and Reuse of the Control Files

Sharing a Log File Destination Among Multiple Standby Databases

5.7.1 Specifying Alternate Directory Locations for Archived Redo Log Files

Typically, when redo data is received from the primary database, the redo data is
written to archived redo log files that are stored in the directory you specify with
the LOCATI ON attribute of the LOG_ARCHI VE_DEST _n parameter. Alternatively,
you can specify the STANDBY_ARCHI VE_DEST initialization parameter on the
standby database to indicate an alternate directory where the archived redo log files
are to be stored when received from the primary database.

If both parameters are specified, the STANDBY_ ARCHI VE_DEST initialization
parameter overrides the directory location specified with the LOG_ARCHI VE_
DEST_n parameter.

The location where archived redo log files are stored on the standby database is
determined according to the following list of rules. When the database instance is
started, the archived redo log files are evaluated in the list order:

1.

If the STANDBY_ARCHI VE_DEST initialization parameter is specified on the
standby database, that location is used.

If the LOG_ARCHI VE_DEST_n parameter contains the VALI D_FOR=( STANDBY _
LOGFI LE, *) attribute, then the location specified for this destination is used.

If the COMPATI BLE parameter is set to 10.0 or greater and none of the LOG _
ARCHI VE_DEST _n parameters contain the VALI D_FOR=( STANDBY _

LOGFI LE, *) attribute, then an arbitrary LOG_ARCHI VE_DEST _n parameter
that is valid for the destination is used.

If none of the initialization parameters have been specified, then archived redo
log files are stored in the default location for the STANDBY ARCHI VE_DEST
initialization parameter.

To see the implicit default value of the STANDBY_ARCHI VE_DEST initialization
parameter, query the VSARCHI VE_DEST view:

SQL> SELECT DEST_NAME, DESTI NATI ON FROM V$ARCHI VE_DEST
2> \WHERE DEST_NAME=' STANDBY_ARCHI VE_DEST" ;
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DESTI NATI ON

STANDBY_ARCHI VE_DEST
[oracl e/ dbs/ arch

Log transport services use the value specified with the STANDBY_ARCHI VE_DEST
initialization parameter in conjunction with the LOG_ARCHI VE_FORMAT parameter
to generate the filenames for the archived redo log files or standby redo log files on
the standby site. For example:

STANDBY_ARCHI VE_DEST='/ arc_dest/arl s’
LOG_ARCH VE_FORMAT=I 0g% %_% . arc

In the example, %s corresponds to the sequence number, and %r corresponds to the
resetlogs ID. Together, these ensure unique names are constructed for the archived
redo log files across multiple incarnations of the database. The %t, which is required
for Real Application Clusters configurations, corresponds to the thread number.

For a physical standby database, log transport services store the fully qualified
filenames in the standby database control file, and log apply services use this
information to perform recovery on the standby database.

Note: If you have specified the TEMPLATE attribute of the LOG _
ARCHI VE_DEST _n parameter, it will override the filename
generated with the STANDBY_ARCHI VE_DEST and LOG_ARCHI VE _
FORMAT parameter. See Chapter 12 for information about the
TEMPLATE and NOTEMPLATE attributes.

To display the list of archived redo log files that are on the standby system, query
the VSARCHI VED_LOGview on the standby database:

SQL> SELECT NAME FROM V$ARCH VED_LOG

/arc_dest/log_1 771.arc
/arc_dest/log_1 772.arc
/arc_dest/log_1 773.arc
/arc_dest/log_1 774.arc
/arc_dest/log_1 775.arc
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5.7.2 Reusing Online Redo Log Files

You can specify a policy for reusing the online redo log file by setting the OPTI ONAL
or MANDATORY attribute of the LOG_ARCHI VE_DEST_n parameter. By default,
remote destinations are set to OPTI ONAL. The archival operation of an optional
destination can fail, and the online redo log file can be reused even though
transmitting the redo data and writing the log contents was not successful. If the
archival operation of a mandatory destination fails, online redo log files cannot be
overwritten until the failed archive is completed to the mandatory destination.

By default, one local destination is mandatory even if you designate all destinations
to be optional.

Example 5-11 shows how to set a mandatory local archiving destination and enable
that destination. When specifying the MANDATORY attribute, also consider
specifying the REOPEN and MAX_FAI LURE attributes as described in Section 5.5 to
handle failure conditions.

Example 5-11 Setting a Mandatory Archiving Destination
LOG_ARCHI VE_DEST_3 = ' LOCATI ON=/ ar c_dest MANDATORY'

5.7.3 Managing Standby Redo Log Files
This section contains the following topics:
« Determining If a Standby Redo Log File Group Configuration Is Adequate
« Adding Standby Redo Log Members to an Existing Group
« Reassigning Standby Redo Log Groups to Threads

5.7.3.1 Determining If a Standby Redo Log File Group Configuration Is Adequate

The easiest way to verify the standby redo log has an appropriate number of log file
groups is to examine the RFS process trace file and database alert log. If either log
contains messages that indicate the RFS process frequently has to wait for a group
because archiving did not complete, then add more log file groups to the standby
redo log. The additional standby redo log file groups give the archival operation
time to complete before the standby redo log file is reused by the RFS process.
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Caution: Whenever you add an online redo log file group to the
primary database, you must add a corresponding standby redo log
file group to the standby database. If the number of standby redo
log file groups is inadequate, the number of online redo log file
groups, the primary database will shut down if it is operating in
maximum protection mode or switch to maximum performance
mode if it is operating in maximum availability mode.

5.7.3.2 Adding Standby Redo Log Members to an Existing Group

In some cases, it might not be necessary to create a complete group of standby redo
log files. A group could already exist, but may not be complete because one or more
members were dropped (for example, because of disk failure). In this case, you can
add new members to an existing group.

To add new members to a standby redo log file group, use the ALTER DATABASE
statement with the ADD STANDBY LOGFI LE MEMBER clause. The following
statement adds a new member to the standby redo log file group number 2:

SQL> ALTER DATABASE ADD STANDBY LOGFI LE MEMBER '/ di skl1/ oracl e/ dbs/ | og2h. rdo'
2> TO GROUP 2;

Use fully qualified filenames of new members to indicate where the file should be
created. Otherwise, files will be created in either the default or current directory of
the database, depending on your operating system.

5.7.3.3 Reassigning Standby Redo Log Groups to Threads

If you used the THREAD clause to pre-assign a standby redo log group to a specific
thread and later need to reassign the thread, first drop the standby redo log group
(using the DROP LOGFI LE clause) and add it again using the ALTER DATABASE
ADD STANDBY LOGFI LE THREAD n statement.

5.7.4 Planning for Growth and Reuse of the Control Files

This section describes:
« Sizing the Disk Volumes that Contain the Control Files
« Specifying the Reuse of Records in the Control File

Log Transport Services 5-35



Managing Log Files

5.7.4.1 Sizing the Disk Volumes that Contain the Control Files

As archived redo log files are generated and RMAN backups are made, Oracle adds
new records to the reusable section of the control file. If no records are available for
reuse (because all records are still within the number of days specified by
CONTROL_FI LE_RECORD _KEEP_TI ME), then the control file is expanded and new
records are added to the control file.

The maximum control file size is 20000 database blocks. If DB_ BLOCK S| ZE equals
8192, then the maximum control file size is 156 MB. If the control files are stored in
pre-created volumes, then the volumes that contain the primary and standby
control files should be sized to accommodate a control file of maximum size. If the
control file volume is too small and cannot be extended, then existing records in the
control file will be overwritten before their intended reuse. This behavior is
indicated by the following message in the alert log:

krcpwnc: fol lowing controlfile record witten over:

5.7.4.2 Specifying the Reuse of Records in the Control File

The CONTROL_FI LE_RECORD KEEP_TI ME initialization parameter specifies the
minimum number of days that must pass before a reusable record in the control file
can be reused. Setting this parameter appropriately prevents log transport services
from overwriting a reusable record in the control file and ensures redo information
remains available on the standby database:

« Set CONTROL_FI LE_RECORD KEEP_TI MEto a value that allows all on-disk
backup information to be retained in the control file. CONTROL_FI LE_RECORD _
KEEP_TI ME specifies the number of days that records are kept within the
control file before becoming a candidate for reuse.

« Set CONTROL_FI LE_RECORD KEEP_TI MEto a value slightly longer than the
oldest backup file that you intend to keep on disk, as determined by the size of
the backup area.

For example, if the backup area is sized to maintain two full backups that are
taken every 7 days, as well as daily incremental backups and archived redo log
files, then set CONTROL_FI LE_RECORD_KEEP_TI ME to a value of 21 or 30.
Records older than this will be reused. However, the backup metadata will still
be available in the RMAN recovery catalog.

Make sure you specify a large enough value if an apply delay is also set for the
standby database (described in Section 6.2.2). The range of values for this parameter
is 0 to 365 days. The default value is 7 days.
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See Oracle Database Reference for more details about the CONTROL_FI LE_ RECORD _
KEEP_TI ME initialization parameter and Oracle Database Backup and Recovery
Advanced User's Guide.

5.7.5 Sharing a Log File Destination Among Multiple Standby Databases

Use the DEPENDENCY attribute of the LOG_ARCHI VE_DEST _n initialization
parameter to define one archival destination to receive redo data on behalf of
several destinations, rather than transmitting redo data to each individual
destination.

Figure 5-7 shows a Data Guard configuration in which the primary database
transports redo data to one archiving destination that shares its archived redo log
files with both a logical standby database and a physical standby database. These
destinations are dependent on the successful completion of archival operations to
the parent destination.

Figure 5-7 Data Guard Configuration with Dependent Destinations
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Specifying a destination dependency can be useful in the following situations:

«  When you configure a physical standby database and a logical standby
database on the same system.

«  When you configure the standby database and the primary database on the
same system. Therefore, the archived redo log files are implicitly accessible to
the standby database.
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«  When clustered file systems are used to provide remote standby databases with
access to the primary database archived redo log files.

«  When operating system-specific network file systems are used, providing
remote standby databases with access to the primary database archived redo
log files.

In these situations, although the ARCn processes do not physically archive the redo
data to each standby destination, the standby destinations need to know the
location of the archived redo log files. This allows the standby database to access the
archived redo log files when they become available for application by log apply
services. You must specify an archiving destination as being dependent on the
success or failure of another (parent) destination.

5.8 Managing Archive Gaps

An archive gap can occur on the standby system when it is has not received one or
more archived redo log files generated by the primary database. The missing
archived redo log files are the gap. If there is a gap, it is automatically detected and
resolved by Data Guard by copying the missing sequence of log files to the standby
destination. For example, an archive gap can occur when the network becomes
unavailable and automatic archiving from the primary database to the standby
database temporarily stops. When the network is available again, automatic
transmission of the redo data from the primary database to the failed standby
database resumes.

Data Guard requires no manual intervention by the DBA to detect and resolve such
gaps. The following sections describe gap detection and resolution.

5.8.1 When Is an Archive Gap Discovered?

An archive gap can occur whenever the primary database archives a log locally, but
the log is not received at the standby site. Every minute, the primary database polls
its standby databases to see if there are gaps in the sequence of archived redo log
files.

5.8.2 How Is a Gap Resolved?

Gap recovery is handled through the polling mechanism. For physical and logical
standby databases, Oracle Change Data Capture, and Oracle Streams, Data Guard
performs gap detection and resolution by automatically retrieving missing archived
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redo log files from the primary database. No extra configuration settings are
required to poll the standby databases, to detect any gaps, or to resolve the gaps.

The important consideration here is that automatic gap recovery is contingent on
the availability of the primary database. If the primary database is not available and
you have a configuration with multiple physical standby databases, you can set up
additional initialization parameters so that the Redo Apply can resolve archive gaps
from another standby database, as described in Section 5.8.3. See Section 10.8 for a
scenario that shows how to resolve a gap manually.

Note: Prior to Oracle Database 10g Release 1, the FAL client and
server were used to resolve gaps from the primary database.

5.8.3 Using the Fetch Archive Log (FAL) Process to Resolve Archive Gaps

The fetch archive log (FAL) process resolves gaps detected in the range of archived
redo log files generated at the primary database and received at the physical
standby database.

« The FAL client requests the transfer of archived redo log files automatically.
« The FAL server services the FAL requests coming from the FAL client.
The FAL mechanism handles the following types of archive gaps and problems:

«  When creating a physical or logical standby database, the FAL mechanism can
automatically retrieve any archived redo log files generated during a hot
backup of the primary database.

«  When there are problems with archived redo log files that have already been
received on the standby database, the FAL mechanism can automatically
retrieve archived redo log files to resolve any of the following situations:

— When the archived redo log file is deleted from disk before it is applied to
the standby database.

— When the archived redo log file cannot be applied because of a disk
corruption.

— When the archived redo log file is accidentally replaced by another file (for
example, a text file) that is not an archived redo log file before the redo data
has been applied to the standby database.
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«  When you have multiple physical standby databases, the FAL mechanism can
automatically retrieve missing archived redo log files from another physical
standby database.

The FAL client and server are configured using the FAL_CLI ENT and FAL_SERVER
initialization parameters that are set on the standby database. Define the FAL _

CLI ENT and FAL_SERVERinitialization parameters only for physical standby
databases in the initialization parameter file as shown in the following table:

Parameter Function Syntax

FAL_SERVER | This parameter specifies Syntax

the network service name -

that the standby database FAL_SERVER=net_service_name
should use to connect to Example

the FAL server. It can FAL_SERVER=standby2_db, standby3_db
consist of multiple values
in a list.

FAL_CLI ENT | This parameter specifies Syntax

the network service name _ i
that the FAL server should FAL_CLI ENT=net_service_name

use to connect to the Example
standby database. FAL_CLI ENT=st andby1_db

5.8.4 Manually Determining and Resolving Archive Gaps

In some situations, automatic gap recovery may not take place and you will need to
perform gap recovery manually. For example, you will need to perform gap
recovery manually if you are using logical standby databases and the primary
database is not available.

The following sections describe how to query the appropriate views to determine
which log files are missing and perform manual recovery.

On a physical standby database

To determine if there is an archive gap on your physical standby database, query
the V$ARCHI VE_GAP view as shown in the following example:

SQ.> SELECT * FROM V$ARCH VE_GAP;

THREAD# LOW SEQUENCE# H GH_SEQUENCE#
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The output from the previous example indicates your physical standby database is
currently missing log files from sequence 7 to sequence 10 for thread 1. After you
identify the gap, issue the following SQL statement on the primary database to
locate the archived redo log files on your primary database (assuming the local
archive destination on the primary database is LOG_ARCHI VE_DEST _1):

SQ.> SELECT NAME FROM V$ARCH VED LOG WHERE THREAD#=1 AND DEST_| D=1 AND
2> SEQUENCE# BETWEEN 7 AND 10;

/primary/threadl_dest/arcr_1 7.arc
/primary/threadl_dest/arcr_1 8.arc
/primary/threadl_dest/arcr_1 9.arc

Copy these log files to your physical standby database and register them using the
ALTER DATABASE REG STER LOGFI LE statement on your physical standby
database. For example:

SQ.> ALTER DATABASE REG STER LOGFI LE
"/ physical _standbyl/threadl dest/arcr_1 7.arc';
SQL> ALTER DATABASE REGQ STER LOGFI LE
"I physical _standbyl/threadl_dest/arcr_1 8.arc';

After you register these log files on the physical standby database, you can restart
Redo Apply.

Note: The V$ARCHI VE_GAP fixed view on a physical standby
database only returns the next gap that is currently blocking Redo
Apply from continuing. After resolving the gap and starting Redo
Apply, query the VSARCHI VE_GAP fixed view again on the
physical standby database to determine the next gap sequence, if
there is one. Repeat this process until there are no more gaps.

On alogical standby database:

To determine if there is an archive gap, query the DBA LOGSTDBY_LOGview on the
logical standby database. For example, the following query indicates there is a gap
in the sequence of archived redo log files because it displays two files for THREAD
1 on the logical standby database. (If there are no gaps, the query will show only
one file for each thread.) The output shows that the highest registered file is
sequence number 10, but there is a gap at the file shown as sequence number 6:
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SQL> COLUMN FILE_NAME FORMAT a55
SQL> SELECT THREAD¥, SEQUENCE#, FILE_NAVE FROM DBA_LOGSTDBY LOG L
2> WERE NEXT_CHANGE# NOT I N
3> (SELECT FI RST_CHANGE# FROM DBA LOGSTDBY LOG WHERE L. THREAD# = THREADH)
4> ORDER BY THREAD, SEQUENCE#;

THREAD# SEQUENCE# FI LE_NAME

1 6 /diskl/oracl e/ dbs/| og- 1292880008 6. arc
1 10 /di sk1/oracl e/ dbs/ | 0g-1292880008_10. arc

Copy the missing log files, with sequence numbers 7, 8, and 9, to the logical standby
system and register them using the ALTER DATABASE REG STER LOG CAL
LOGFI LE statement on your logical standby database. For example:

SQ.> ALTER DATABASE REG STER LOG CAL LOGFI LE ' /diskl/oracl e/ dbs/| og- 1292880008 _10. arc';

After you register these log files on the logical standby database, you can restart
SQL Apply.

Note: The DBA LOGSTDBY_LOGview on a logical standby
database only returns the next gap that is currently blocking SQL
Apply from continuing. After resolving the identified gap and
starting SQL Apply, query the DBA LOGSTDBY_LOGview again on
the logical standby database to determine the next gap sequence, if
there is one. Repeat this process until there are no more gaps.

5.9 Verification
This section contains the following topics:
« Monitoring Log File Archival Information

« Monitoring the Performance of Log Transport Services

5.9.1 Monitoring Log File Archival Information

This section describes using views to monitor redo log archival activity for the
primary database. See Oracle Data Guard Broker and Oracle Enterprise Manager
online help for more information about the graphical user interface that automates
many of the tasks involved in monitoring a Data Guard environment
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Step 1 Determine the current archived redo log file sequence numbers.
Enter the following query on the primary database to determine the current
archived redo log file sequence numbers:

SQL> SELECT THREAD#, SEQUENCE#, ARCH VED, STATUS FROM V$LOG
2> WHERE STATUS=' CURRENT" ;

Step 2 Determine the most recent archived redo log file.
Enter the following query at the primary database to determine which archived
redo log file contains the most recently transmitted redo data:

SQL> SELECT MAX( SEQUENCE#), THREAD# FROM VSARCH VED LOG GROUP BY THREADY;

Step 3 Determine the most recent archived redo log file at each destination.

Enter the following query at the primary database to determine which archived
redo log file was most recently transmitted to each of the archiving destinations:

SQL> SELECT DESTI NATI ON, STATUS, ARCH VED THREAD#, ARCH VED SEQ#
2> FROM V$ARCH VE_DEST_STATUS
3> WHERE STATUS <> ' DEFERRED AND STATUS <> ' | NACTI VE ;

DESTI NATI ON STATUS ARCH VED_THREAD# ARCH VED SEQ#
/privatel/prny/lad VALID 1 947
standbyl VALI D 1 947

The most recently written archived redo log file should be the same for each archive
destination listed. If it is not, a status other than VALI D might identify an error
encountered during the archival operation to that destination.

Step 4 Find out if archived redo log files have been received.

You can issue a query at the primary database to find out if an archived redo log file
was not received at a particular site. Each destination has an ID number associated
with it. You can query the DEST_| D column of the VBARCHI VE_DEST fixed view on
the primary database to identify each destination’s ID number.

Assume the current local destination is 1, and one of the remote standby destination
IDs is 2. To identify which log files are missing at the standby destination, issue the
following query:

SQL> SELECT LOCAL. THREAD#, LOCAL. SEQUENCE# FROM
2> (SELECT THREAD#, SEQUENCE# FROM V$ARCHI VED LOG WHERE DEST_| D=1)
3> LOCAL WHERE
4> LOCAL. SEQUENCE# NOT I N
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5> (SELECT SEQUENCE# FROM V$ARCH VED_LOG WHERE DEST_| D=2 AND
6> THREAD# = LOCAL. THREADH);

THREAD#  SEQUENCE#

1 12
1 13
1 14

See Appendix A for details about monitoring the archiving status of the primary
database.

Step 5 Trace the progression of transmitted redo on the standby site.

To see the progression of the transmission of redo data to the standby destination,
set the LOG_ARCHI VE_TRACE parameter in the primary and standby initialization
parameter files. See Appendix E for complete details and examples.

5.9.2 Monitoring the Performance of Log Transport Services

This section describes the wait events that monitor the performance of the log
transport services that were specified on the primary database with the ARCH, LGAR,
SYNC, and ASYNC attributes on the LOG_ARCHI VE_DEST n initialization parameter.

The following sections describe the wait events and associated timing information
that are displayed by the V$SYSTEM EVENT view:

«  ARCn Process Wait Events

« LGWR SYNC=NOPARALLEL Wait Events
« LGWR ASYNC Wait Events

« Network Server (LNSn) Wait Events

5.9.2.1 ARCn Process Wait Events

For ARCn archival processing, Table 5-3 shows the wait events that monitor the
time it takes to write the redo data to the online redo log files on the primary
database. See Section 5.3.1 for information about ARCn archival processing.

Table 5-3 Wait Events for Destinations Configured with the ARCH Attribute

Wait Event Monitors the Amount of Time Spent By . . .

ARCH wait on ATTACH  All ARCn processes to spawn an RFS connection.
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Table 5-3 (Cont.) Wait Events for Destinations Configured with the ARCH Attribute

Wait Event Monitors the Amount of Time SpentBy . . .

ARCH wait on SENDREQ All ARCn processes to write the received redo data to disk as
well as open and close the remote archived redo log files.

ARCH wait on DETACH  All ARCnh processes to delete an RFS connection.

5.9.2.2 LGWR SYNC=NOPARALLEL Wait Events

For LGAWR SYNC=NOPARALLEL archival processing, Table 5-4 shows the wait events
that monitor the time it takes for the LGWR process on the primary database to:

« Complete writing to the online redo log files on the primary database
« Transmit the redo data to the remote standby destination

«  Wait for the redo data to be written to the standby redo log files

« Receive acknowledgement from the remote standby destination

See Section 5.3.2 for information about LGAR SYNC archival processing.

Table 5-4 Wait Events for Destinations Configured with the LGWR SYNC Attributes

Wait Event Monitors the Amount of Time SpentBy . . .

LGWR waiton ATTACH  All LGWR processes to spawn an RFS connection.

LGWR wait on SENDREQ All LGWR processes to write the received redo data to disk as
well as open and close the remote archived redo log files.

LGWR wait on DETACH  All LGWR processes to delete an RFS connection.

5.9.2.3 LGWR ASYNC Wait Events

For LGWR ASYNC archival processing, Table 5-5 shows the wait events that monitor
the time it takes to write the redo data to the online redo log files on the primary
database. See Section 5.3.2 for information about LGAR ASYNC archival processing.

Table 5-5 Wait Events for Destinations Configured with the LGWR ASYNC Attributes

Wait Event Monitors the Amount of Time Spent By . . .

LNS wait on ATTACH All network servers to spawn an RFS connection.

LNS wait on SENDREQ All network servers to write the received redo data to disk as
well as open and close the remote archived redo log files.

LNS wait on DETACH All network servers to delete an RFS connection.
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Table 5-5 (Cont.) Wait Events for Destinations Configured with the LGWR ASYNC

Wait Event Monitors the Amount of Time Spent By . . .

LGWR wait on full LNS The LGWR process waiting for the network server (LNS) to

buffer free up ASYNC buffer space. If buffer space has not been freed
in a reasonable amount of time, availability of the primary
database is not compromised by allowing the ARCn process to
transmit the redo data.

Note: This wait event is not relevant for destinations
configured with the LGAR SYNC=NOPARALLEL attributes.

5.9.2.4 Network Server (LNSn) Wait Events

When either the LGAR and ASYNC attributes or the LGAR and SYNC=PARALLEL
attributes are in effect, the LGWR process archives to the local online redo log file
and submits the redo data to one or more LNSnh processes (one for each destination)
that asynchronously transmit the redo data over the network. Table 5-6 shows the
wait events that monitor the time it takes for the LGWR and LNSh processes to
communicate over interprocess communication (IPC) channels. See Section 5.3.2.3
for more information about configurations using the LGWR and LNSh processes.

Table 5-6 Wait Events for LGWR ASYNC or LGWR SYNC=PARALLEL Attributes

Wait Event Monitors the Amount of Time Spent By . . .

LGWR wait on LNS The LGWR process waiting to receive messages on IPC
channels from the network server.

LNS wait on LGWR The network server waiting to receive messages on IPC
channels from the LGWR process.

LGWR-LNS wait on The LGWR process or the network server processes waiting to

channel receive messages on IPC channels.
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Log Apply Services

This chapter describes how redo data is applied to a standby database. It includes
the following topics:

« Introduction to Log Apply Services

« Log Apply Services Configuration Options

« Applying Redo Data to Physical Standby Databases

« Applying Redo Data to Logical Standby Databases

« Tuning the Log Apply Rate for a Physical Standby Database

6.1 Introduction to Log Apply Services

Log apply services automatically apply redo to standby databases to maintain
synchronization with the primary database and allow transactionally consistent
access to the data.

By default, log apply services wait for the full archived redo log file to arrive on the
standby database before recovering it to the standby database. Section 5.3.1 and
Section 5.3.2 describe how redo data transmitted from the primary database is
received by the remote file server process (RFS) on the standby system where the
RFS process writes the redo data to either archived redo log files or optionally to
standby redo log files. However, if you use standby redo log files, you can
optionally enable real-time apply, which allows Data Guard to recover redo data
from the current standby redo log file as it is being filled up by the RFS process.
Real-time apply is described in more detail in Section 6.2.1.
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Log apply services use the following methods to maintain physical and logical
standby databases:

« Redo apply (physical standby databases only)

Uses media recovery to keep the primary and physical standby databases
synchronized.

Caution: You can also open a physical standby database in
read-only mode to allow users to query the standby database for
reporting purposes. While open, redo data is still received;
however, Redo Apply stops and the physical standby database is
not kept transactionally current with the primary database. If a
failure occurs during this time, it can prolong the time it takes for a
failover operation to complete. See Section 8.2, "Using a Standby
Database That Is Open for Read-Only Access" for more
information.

«  SQL Apply (logical standby databases only)

Reconstitutes SQL statements from the redo received from the primary database
and executes the SQL statements against the logical standby database.

Logical standby databases can be opened in read/write mode, but the target
tables being maintained by the logical standby database are opened in
read-only mode for reporting purposes (providing the database guard was set
appropriately, as described in Section 9.1.2). SQL Apply enables you to use the
logical standby database for reporting activities, even while SQL statements are
being applied.

The sections in this chapter describe Redo Apply, SQL Apply, real-time apply, and
delayed apply in more detail.

6.2 Log Apply Services Configuration Options
This section contains the following topics:
« Using Real-Time Apply to Apply Redo Data Immediately
« Specifying a Time Delay for the Application of Archived Redo Log Files
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6.2.1 Using Real-Time Apply to Apply Redo Data Immediately

If the real-time apply feature is enabled, log apply services can apply redo data as it
is received, without waiting for the current standby redo log file to be archived. This
results in faster switchover and failover times because the standby redo log files
have been applied already to the standby database by the time the failover or
switchover begins. (Standby redo log files are required to use real-time apply.)

Figure 6-1 shows a Data Guard configuration with a local destination and a standby
destination. As the remote file server (RFS) process writes the redo data to standby
redo log files on the standby database, log apply services can recover redo from
standby redo log files as they are being filled.

Figure 6-1 Applying Redo Data to a Standby Destination Using Real-Time Apply
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Use the ALTER DATABASE statement to enable the real-time apply feature, as
follows:

« For physical standby databases, issue the ALTER DATABASE RECOVER
MANAGED STANDBY DATABASE USI NG CURRENT LOGFI LE statement.

« For logical standby databases, issue the ALTER DATABASE START LOG CAL
STANDBY APPLY | MVEDI ATE statement.

To determine if real-time apply is enabled, query the RECOVERY_MODE column in
the VSARCHI VE_DEST_STATUS view. It will display MANAGED REAL- Tl ME
APPLY when real-time apply is enabled.

6.2.2 Specifying a Time Delay for the Application of Archived Redo Log Files

In some cases, you may want to create a time lag between the time when redo data
is received from the primary site and when it is applied to the standby database.
You can specify a time interval (in minutes) to protect against the application of
corrupted or erroneous data to the standby database. When you set a DELAY
interval, it does not delay the transport of the redo data to the standby database. Instead,
the time lag you specify begins when the redo data is completely archived at the
standby destination.

Note: If you define a delay for a destination that has real-time
apply enabled, the delay is ignored.

Specifying a Time Delay

You can set a time delay on primary and standby databases, as follows:

« On the primary database and physical standby databases, use the
DELAY=minutes attribute of the LOG_ARCHI VE_DEST _n initialization parameter
to delay applying archived redo log files to the standby database. The default

setting for this attribute is NODELAY. If you specify the DELAY attribute without
specifying a value, then the default delay interval is 30 minutes.

« On logical standby databases, use the DBMS_LOGSTDBY. APPLY_SET
procedure.

Setting up a time delay on a standby database supersedes any time delay specified
on the primary database. For example:

SQL> RECOVER MANAGED STANDBY DATABASE DELAY <mi nut es>

6-4 Oracle Data Guard Concepts and Administration



Log Apply Services Configuration Options

In a configuration with multiple standby databases, setting a time lag on more than
one standby database can be very useful. For example, you can set up a
configuration where each standby database is maintained in varying degrees of
synchronization with the primary database.

Canceling a Time Delay
You can cancel a specified delay interval as follows:

« On the primary database and physical standby databases, use the NODELAY
keyword of the RECOVER MANAGED STANDBY DATABASE clause:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE NCDELAY;

« On logical standby databases, specify the following PL/SQL command:
SQL> ALTER DATABASE START LOG CAL STANDBY APPLY NCDELAY;

These commands result in log apply services immediately beginning to apply
archived redo log files to the standby database, before the time interval expires.
Also, see:

«  Section 10.5, "Using a Physical Standby Database with a Time Lag"

« Oracle Database SQL Reference for the DELAY attribute of the ALTER DATABASE
RECOVER MANAGED STANDBY DATABASE statement

« PL/SQL Packages and Types Reference for logical standby databases using the
DBVS LOGSTDBY. APPLY_SET procedure

6.2.2.1 Using Flashback Database as an Alternative to Setting a Time Delay

As an alternative to the apply delay configuration option, you can use Flashback
Database to protect against the application of corrupted or erroneous data to the
standby database. Flashback Database can quickly and easily flash back a standby
database to an arbitrary point in time. See Oracle Database Backup and Recovery
Advanced User's Guide for more information about enabling and using Flashback
Database.

See Chapter 10 for scenarios showing how to use Data Guard with Flashback
Database, and Oracle Database Backup and Recovery Advanced User's Guide for more
information about enabling and using Flashback Database.
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6.3 Applying Redo Data to Physical Standby Databases

By default, the redo data is applied from archived redo log files. When performing
Redo Apply, a physical standby database can use the real-time apply feature to
apply redo directly from the standby redo log files as they are being written by the
RFS process. Also, log apply services cannot apply redo data to a physical standby
database when it is opened in read-only mode.

This section contains the following topics:

« Starting Redo Apply

« Starting Real-Time Apply

« Stopping Log Apply Services

« Monitoring Log Apply Services on Physical Standby Databases

6.3.1 Starting Redo Apply

To start log apply services on a physical standby database, ensure the physical
standby database is started and mounted and then start Redo Apply using the SQL
ALTER DATABASE RECOVER MANAGED STANDBY DATABASE statement.

You can specify that Redo Apply runs as a foreground session or as a background
process.

« To start a foreground session that recovers a database using the archived redo
log on the physical standby database, issue the SQL statement:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE;

If you started a foreground session, by default, control is not returned to the
command prompt until recovery is canceled by another session.

« To start a background process that recovers a database using the archived redo
log on the physical standby database, you must use the DI SCONNECT keyword
on the SQL statement. For example:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE DI SCONNECT;

This statement starts a detached server process and immediately returns control
to the user. While the managed recovery process is performing recovery in the
background, the foreground process that issued the RECOVER statement can
continue performing other tasks. This does not disconnect the current SQL
session.
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6.3.2 Starting Real-Time Apply

To start real-time apply, include the USI NG CURRENT LOGFI LE clause on the SQL
statement. For example:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE USI NG CURRENT LOGFI LE;

6.3.3 Stopping Log Apply Services

To stop Redo Apply or real-time apply, issue the following SQL statement in
another window:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE CANCEL,;

6.3.4 Monitoring Log Apply Services on Physical Standby Databases

To monitor the status of the archived redo log and obtain information about log
apply services on a physical standby database, query the fixed views described in
this section. You can also monitor the standby database using the Oracle Enterprise
Manager GUI.

This section contains the following topics:

«  Accessing the VSMANAGED_STANDBY Fixed View

« Accessing the VSARCHIVE_DEST_STATUS Fixed View
= Accessing the VSARCHIVED_LOG Fixed View

= Accessing the VSLOG_HISTORY Fixed View

= Accessing the VSDATAGUARD_STATUS Fixed View

See Oracle Database Reference for complete reference information about views.

6.3.4.1 Accessing the VESMANAGED_STANDBY Fixed View

Query the physical standby database to monitor log apply and log transport
services activity at the standby site.

SQL> SELECT PROCESS, STATUS, THREAD#, SEQUENCE#, BLOCK#, BLOCKS
2> FROM VSMANAGED_STANDBY;

PROCESS STATUS THREAD# SEQUENCE# BLOCK# BLOCKS
RFS ATTACHED 1 947 72 72
MVRPO APPLYI NG LGG 1 946 10 72
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The previous query output shows that an RFS process completed archiving the redo
log file with sequence number 947. The output also shows Redo Apply when it is
actively applying an archived redo log file with the sequence number 946. The
recovery operation is currently recovering block number 10 of the 72-block archived
redo log file.

6.3.4.2 Accessing the VSARCHIVE_DEST_STATUS Fixed View

To quickly determine the level of synchronization for the standby database, issue
the following query on the physical standby database:

SQL> SELECT ARCH VED THREAD#, ARCH VED SEQ¥, APPLIED THREAD#, APPLIED SEQ#
2> FROM V$ARCH VE_DEST_STATUS;

ARCH VED THREAD# ARCHI VED_SEQ# APPLI ED THREAD# APPLIED_SEQ#

The previous query output shows that the standby database is two archived redo
log files behind the primary database. This might indicate a single recovery process
is unable to keep up with the volume of the archived redo log files being received.
Using the PARALLEL option might be a solution.

To determine if real-time apply is enabled, query the RECOVERY_MODE column of
the V$ARCHI VE_DEST_STATUS view. It will contain the value MANAGED REAL
TI ME when real-time apply is enabled, as shown in the following example:

SQL> SELECT RECOVERY_MODE FROM V$ARCH VE_DEST_STATUS WHERE DEST_| D=2 ;

MANAGED REAL- TI ME APPLY

6.3.4.3 Accessing the VSARCHIVED_LOG Fixed View

The V3ARCHI VED_LOGfixed view on the physical standby database shows all the

archived redo log files received from the primary database. This view is only useful
after the standby site starts receiving redo data, because before that time the view is
populated by old archived redo log records generated from the primary control file.
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For example, you can execute the following SQL*Plus statement:
SQ> SELECT REG STRAR, CREATOR, THREAD#, SEQUENCE#, FI RST_CHANGE#,
2> NEXT_CHANGE# FROM V$ARCH VED LOG

REG STRAR CREATOR THREAD# SEQUENCE#  FI RST_CHANGE# NEXT_CHANGE#

RFS ARCH 1 945 74651 74739
RFS ARCH 1 946 74739 74772
RFS ARCH 1 947 74772 74774

The previous query output shows three archived redo log files received from the
primary database.

6.3.4.4 Accessing the VSLOG_HISTORY Fixed View
Query the VELOG_HI STCORY fixed view on the physical standby database to show
all the archived redo log files that were applied:

SQL> SELECT THREAD#, SEQUENCE#, FIRST CHANGE#, NEXT CHANGE#
2> FROM V$LOG Hi STORY;

THREAD# SEQUENCE# FI RST_CHANGE# NEXT_CHANCGE#

The previous query output shows that the most recently applied archived redo log
file was sequence number 945.

6.3.4.5 Accessing the VSDATAGUARD_STATUS Fixed View

The VSDATAGUARD_STATUS fixed view displays events that would typically be
triggered by any message to the alert log or server process trace files.

The following example shows output from the VEDATAGUARD_STATUS view on a
primary database:

SQL> SELECT MESSAGE FROM V$DATAGUARD_STATUS;

ARCO: Archival started

ARCL: Archival started

Archi vel og destination LOG ARCHI VE_DEST 2 validated for no-data-Io0ss
recovery

Creating archive destination LOG ARCH VE_DEST 2: 'dest2'
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ARCH Transmitting activation IDO

LGAR Conpl eted archiving log 3 thread 1 sequence 11
Creating archive destination LOG ARCH VE_DEST 2: 'dest2'
LGAR Transmtting activation |D 6877clfe

LGAR Beginning to archive log 4 thread 1 sequence 12
ARCO: Eval uating archive log 3 thread 1 sequence 11
ARCO: Archive destination LOG ARCH VE _DEST 2: Previously conpleted
ARCO: Beginning to archive log 3 thread 1 sequence 11
Creating archive destination LOG ARCH VE_DEST 1:
"/oracle/arch/arch_1 11.arc'

ARCO: Conpleted archiving log 3 thread 1 sequence 11
ARCL: Transmitting activation |ID 6877clfe

15 rows sel ected.

The following example shows the contents of the VEDATAGUARD_STATUS view on a
physical standby database:

SQL> SELECT MESSAGE FROM V$DATAGUARD_STATUS;

ARCO: Archival started

ARCL: Archival started

RFS. Successful |y opened standby logfile 6: '/oracle/dbs/sorl2.10g'
ARC1l: Evaluating archive log 6 thread 1 sequence 11

ARCL: Beginning to archive log 6 thread 1 sequence 11

Creating archive destination LOG ARCH VE_DEST 1:
"loracle/arch/arch_1_11.arc'

ARC1l: Conpleted archiving log 6 thread 1 sequence 11

RFS. Successful |y opened standby logfile 5: '/oracle/dbs/sorll.1o0g
Attenpt to start background Managed Standby Recovery process

Medi a Recovery Log /oracle/arch/arch_1 9.arc

10 rows sel ected.

6.4 Applying Redo Data to Logical Standby Databases

Log apply services convert the data from the archived redo log or standby redo log
into SQL statements and then executes these SQL statements on the logical standby
database. Because the logical standby database remains open, tables that are
maintained can be used simultaneously for other tasks such as reporting,
summations, and queries.
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This section contains the following topics:

« Starting SQL Apply

« Starting Real-time Apply

« Stopping Log Apply Services on a Logical Standby Database

« Monitoring Log Apply Services for Logical Standby Databases

6.4.1 Starting SQL Apply

To start SQL Apply, start the logical standby database and issue the following
statement to recover redo data from archived redo log files on the logical standby
database:

SQL> ALTER DATABASE START LOG CAL STANDBY APPLY;

6.4.2 Starting Real-time Apply

To start real-time apply on the logical standby database to immediately recover redo
data from the standby redo log files on the logical standby database, include the
| MVEDI ATE keyword as shown in the following statement:

SQL> ALTER DATABASE START LOG CAL STANDBY APPLY | MVEDI ATE;

6.4.3 Stopping Log Apply Services on a Logical Standby Database
To stop SQL Apply, issue the following statement on the logical standby database:
SQL> ALTER DATABASE STOP LOG CAL STANDBY APPLY;

6.4.4 Monitoring Log Apply Services for Logical Standby Databases

To monitor the status of archived redo log files and obtain information about SQL
Apply, query the fixed views described in this section. You can also monitor the
standby database using the Oracle Enterprise Manager GUI. See Appendix A,
"Troubleshooting Data Guard" and Oracle Data Guard Broker.

This section contains the following topics:

« Accessing the DBA_LOGSTDBY_EVENTS View

« Accessing the DBA_LOGSTDBY_LOG View

« Accessing the DBA_LOGSTDBY_PROGRESS View
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« Accessing the VSLOGSTDBY Fixed View
« Accessing the VSLOGSTDBY_STATS Fixed View

Also, see the discussion of the V$ARCHI VE_DEST_STATUS fixed view in
Section 6.3.4.2 and Oracle Database Reference for complete reference information
about views.

6.4.4.1 Accessing the DBA_LOGSTDBY_EVENTS View

If SQL Apply should stop unexpectedly, the reason for the problem is shown in this
view.

Note: Errors that cause SQL Apply to stop are recorded in the
events table (unless there is insufficient space in the system
tablespace). These events are put into the ALERT. LOGfile as well,
with the LOGSTDBY keyword included in the text. When querying
the view, select the columns in order by EVENT_TI ME, COWM T _
SCN, and CURRENT _SCN. This ordering ensures a shutdown failure
appears last in the view.

The view also contains other information, such as which DDL statements were
applied and which were skipped. For example:

SQ.> ALTER SESSI ON SET NLS_DATE FORMAT = 'DD MON-YY HH24: M : SS';
Session al tered.

SQL> COLUWN STATUS FORVAT A60
SQL> SELECT EVENT_TI ME, STATUS, EVENT FROM DBA_LOGSTDBY_EVENTS
2 CORDER BY EVENT_TIME, COWM T_SCN;

EVENT_TI ME STATUS

23-JUL-02 18:20:12 ORA-16111: log nmining and apply setting up

23-JUL-02 18:20:12 ORA-16128: User initiated shut down successfully conpleted
23-JUL-02 18:20:12 ORA-16112: log nmining and apply stopping

23-JUL-02 18:20:23 ORA-16111: log nining and apply setting up

23-JUL-02 18:55:12 ORA-16128: User initiated shut down successfully conpleted
23-JUL-02 18:57:09 ORA-16111: log nining and apply setting up

23-JUL-02 20:21:47 ORA-16204: DDL successfully applied

create table nytable (one nunber, two varchar(30))
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23-JUL-02 20:22: 55 ORA-16205: DDL skipped due to skip setting create database
l'ink nydblink

8 rows sel ected.

This query shows that SQL Apply was started and stopped a few times. It also
shows what DDL was applied and skipped. If SQL Apply had stopped, the last
record in the query would have shown the cause of the problem.

6.4.4.2 Accessing the DBA_ LOGSTDBY_LOG View

The DBA_LOGSTDBY_LOGview provides dynamic information about what is
happening to SQL Apply. This view is helpful when you are diagnosing
performance problems when SQL Apply is applying archived redo log files to the
logical standby database, and it can be helpful for other problems.

For example:

SQL> COLUWN DI CT_BEG N FORMAT A10;

SQL> SELECT FILE _NAME, SEQUENCE#, FI RST_CHANGE#, NEXT_CHANGE#,
2> TI MESTAMP, DI CT_BEG N, DI CT_END, THREAD# AS THR# FROM DBA LOGSTDBY_LOG
3> ORDER BY SEQUENCE#;

FI LE_NAME SEQ# FI RST_CHANGE# NEXT_CHANGE# TI MESTAM BEG END THR#
/oracl e/ dbs/hg_nyc_2.log 2 101579 101588 11:02:58 NO NO 1
/oracl e/ dbs/hg_nyc_3.1og 3 101588 142065 11:02: 02 NO NO 1
/oracl e/ dbs/ hg_nyc_4.log 4 142065 142307 11:02:10 NO NO 1
/oracl e/ dbs/ hg_nyc_5.1og 5 142307 142739 11:02: 48 YES YES 1
/oracl e/ dbs/ hg_nyc_6.1og 6 142739 143973 12:02:10 NO NO 1
/oracl e/ dbs/hg_nyc_7.log 7 143973 144042 01:02: 11 NO NO 1
/oracl e/ dbs/ hg_nyc_8.1og 8 144042 144051 01:02: 01 NO NO 1
/oracl e/ dbs/hg_nyc_9.1log 9 144051 144054 01:02:16 NO NO 1
[ oracl e/ dbs/ hg_nyc_10.10g 10 144054 144057 01:02:21 NO NO 1
/oracl e/ dbs/ hg_nyc_11.10g 11 144057 144060 01:02:26 NO NO 1
[ oracl e/ dbs/ hg_nyc_12.10g 12 144060 144089 01:02:30 NO NO 1
[ oracl e/ dbs/ hg_nyc_13.10g 13 144089 144147 01:02:41 NO NO 1

The output from this query shows that a LogMiner dictionary build starts at log file
sequence number 5. The most recent archived redo log file is sequence number 13,
and it was received at the logical standby database at 01:02:41.
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6.4.4.3 Accessing the DBA_LOGSTDBY_PROGRESS View

This view shows the state of the LSP process and information about the SQL
transactions that were executed on the logical standby database. To quickly
determine if all redo from the log file was applied, issue the following query on the
logical standby database:

SQL> SELECT APPLIED SON, NEVEST_SCN FROM DBA_LOGSTDBY_PROGRESS;

APPLI ED_SCN NEWEST_SCN

211301 211357

If the APPLI ED_SCN matches the NEVEST_SCN, then all available log information
was applied. To determine how much progress was made through the available log
files, query the DBA LOGSTDBY_LOGview, as shown in the following example:

SQ.> ALTER SESSI ON SET NLS_DATE FORMAT = 'DD MON-YY HH24: M : SS';
Session al tered.

SQL> SELECT SEQUENCE#, FI RST_TI Mg, APPLI ED
2  FROM DBA_LOGSTDBY_LOG
3 ORDER BY SEQUENCE#;

SEQUENCE# FI RST_TI ME APPLI ED

19 rows sel ected.
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In the previous query, the computed APPLI ED column displays YES, CURRENT, NO.
The log files with YES were completely applied and those files are no longer needed
by the logical standby database. The log files with CURRENT contain information
that is currently being worked on. Because logical standby applies transactions, and
because transactions span log files, it is common for SQL Apply to be applying
changes from multiple log files. For logs with NO, information from those files is not
being applied. Although it is possible that the files might have been open and read.

6.4.4.4 Accessing the VELOGSTDBY Fixed View

To inspect the process activity for SQL Apply, query the VSLOGSTDBY fixed view on
the logical standby database. This view provides information about the processes
that are reading redo data and applying it to logical standby databases. For
example:

SQL> COLUWN STATUS FORVAT A50
SQL> COLUWN TYPE FCRMAT Al12
SQL> SELECT TYPE, H GH SCN, STATUS FROM V$LOGSTDBY;

TYPE H GH_SCN STATUS

COCRDI NATOR ORA- 16117: processi ng

READER ORA-16127: stalled waiting for additional transact
ions to be applied

BUI LDER 191896 ORA-16116: no work avail abl e

PREPARER 191902 ORA-16117: processing

ANALYZER 191820 ORA-16120: dependenci es being computed for transac
tion at SCN 0x0000. 0002ed4e

APPLI ER 191209 ORA-16124: transaction 1 16 1598 is waiting on ano
ther transaction

APPLI ER 191205 ORA-16116: no work avail abl e

APPLI ER 191206 ORA-16124: transaction 1 5 1603 is waiting on anot
her transaction

APPLI ER 191213 ORA-16117: processing

APPLI ER 191212 ORA-16124: transaction 1 20 1601 is waiting on ano

ther transaction
APPLI ER 191216 ORA-16124: transaction 1 4 1602 is waiting on anot

her transaction
11 rows sel ected
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The previous query displays one row for each process involved in reading and
applying archived redo log files. The different processes perform different functions
as described by the TYPE column. The Hl GH_SCNcolumn is a progress indicator. As
long as it keeps changing, from query to query, you know progress is being made.
The STATUS column gives a text description of activity.

6.4.4.5 Accessing the VSLOGSTDBY_STATS Fixed View

The VSLOGSTDBY_STATS fixed view provides a collection of state and statistical
information for SQL Apply. Most options have default values, and this view
displays what values are currently in use. It also provides statistical information
that helps indicate progress. Issue the following query to view database state
information:

SQ.> COLUWN NAME FCRVAT A35
SQ.> COLUWN VALUE FORMAT A35
SQL> SELECT NAME, VALUE FROM VSLOGSTDBY_STATS
2> WHERE NAME LI KE 'coordinator% or NAME LIKE 'transactions% ;

NAME VALUE
coordinator state APPLYI NG
transactions ready 7821
transactions applied 7802
coordinator uptine 73

This query shows how long SQL Apply was running and how many transactions
were applied in that time. It also shows how many transactions are available to be
applied, indicating that more work is necessary.

6.5 Tuning the Log Apply Rate for a Physical Standby Database

Consider using the following methods to optimize the time it takes to apply redo to
physical standby databases. Also, see the Oracle Media Recovery Best Practices
white paper for more information:
http://otn.oracle.com/deploy/availability/htdocs/maa.htm.

Set Parallel Recovery to Twice the Number of CPUs on One Standby Host
During media recovery or Redo Apply, the redo log file is read, and data blocks that
require redo application are parsed out. With parallel media recovery, these data
blocks are subsequently distributed evenly to all recovery processes to be read into
the buffer cache. The default is serial recovery or zero parallelism, which implies
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that the same recovery process reads the redo, reads the data blocks from disk, and
applies the redo changes.

To implement parallel media recovery or Redo Apply, add the optional PARALLEL
clause to the recovery command. Furthermore, set the database parameter
PARALLEL MAX SERVERS to at least the degree of parallelism. The following
examples show how to set recovery parallelism:

RECOVER STANDBY DATABASE PARALLEL #CPUs * 2;

You should compare several serial and parallel recovery runs to determine optimal
recovery performance.

Set DB_BLOCK_CHECKING=FALSE for Faster Redo Apply Rates

Setting the DB_BLOCK _CHECKI NG=FAL SE parameter during standby or media
recovery can provide as much as a twofold increase in the apply rate. The lack of
block checking during recovery must be an accepted risk. Block checking should be
enabled on the primary database. The DB_BL OCK_CHECKSUM=TRUE (the default)
should be enabled for both production and standby databases. Because the DB_
BLOCK_CHECKI NG parameter is dynamic, it can be toggled without shutting down
the standby database.

Set PARALLEL_EXECUTION_MESSAGE_SIZE = 4096

When using parallel media recovery or parallel standby recovery, increasing the
PARALLEL EXECUTI ON_MESSAGE S| ZE database parameter to 4K (4096) can
improve parallel recovery by as much as 20 percent. Set this parameter on both the
primary and standby databases in preparation for switchover operations. Increasing
this parameter requires more memory from the shared pool by each parallel
execution slave process.

The PARALLEL EXECUTI ON_MESSAGE_SI ZE parameter is also used by parallel
guery operations and should be tested with any parallel query operations to ensure
there is sufficient memory on the system. A large number of parallel query slaves
on a 32-bit installation may reach memory limits and prohibit increasing the
PARALLEL_EXECUTI ON_MESSAGE_SI ZE from the default 2K (2048) to 4K.

Tune Network /O

The biggest bottlenecks encountered during recovery are read and write 1/0. To
relieve the bottleneck, use native asynchronous 170 and set the database parameter
DI SK_ASYNCH | Ot o TRUE (the default). The DI SK_ASYNCH | Oparameter
controls whether or not network 1/0 to datafiles is asynchronous. Asynchronous
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1/0 should significantly reduce database file parallel reads and should improve
overall recovery time.
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Role Management

A Data Guard configuration consists of one database that functions in the primary
role and one or more databases that function in standby roles. Typically, the role of
each database does not change. However, if Data Guard is used to maintain service
in response to a primary database outage, or when performing hardware or
software maintenance, you must transition the role of the primary database and one
standby database in the configuration. To see the current role of the databases,
query the DATABASE_ROLE column in the V$DATABASE view.

The number, location, and type (physical or logical) of standby databases in the
Data Guard configuration and the way in which redo data from the primary
database is propagated to each standby database determine, in advance, the
role-management options available to you in response to a planned or unplanned
primary database outage.

This chapter describes Data Guard role management services and operations that
allow you to change and manage roles of the databases in a Data Guard
configuration. It contains the following topics:

« Introduction to Role Transitions
« Role Transitions Involving Physical Standby Databases
« Role Transitions Involving Logical Standby Databases

See Oracle Data Guard Broker for information about using Oracle Data Guard
broker’s distributed management framework to automate the switchover and
failover processes into a single command. The Data Guard broker provides GUI and
command-line interfaces that automate and centralize the creation, maintenance,
and monitoring of Data Guard configurations.
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7.1 Introduction to Role Transitions

A database operates in one of the following mutually exclusive roles: primary or
standby. Data Guard enables you to change these roles dynamically by issuing the
SQL statements described in this chapter, or by using either of the Data Guard
broker’s interfaces. Oracle Data Guard supports two role transition operations:

Switchover

Allows the primary database to switch roles with one of its standby databases.
There is no data loss during a switchover. After a switchover, each database
continues to participate in the Data Guard configuration with its new role.

Failover

Transitions a standby database to the primary role in response to a primary
database failure. If the primary database was not operating in either maximum
protection mode or maximum availability mode before the failure, some data
loss may occur. After a failover, the failed database no longer participates in the
Data Guard configuration.

Section 7.1.1 helps you choose the role transition that best minimizes downtime and
risk of data loss. Switchovers and failovers are described in more detail in
Section 7.1.2 and Section 7.1.3, respectively.

Note: Oracle Data Guard switchovers and failovers are not
invoked automatically. You must initiate a switchover or failover
manually using a SQL statement or a Data Guard broker interface.

7.1.1 Which Role Transition to Use

During any role transition, the amount of downtime required to complete the
operation, the potential for data loss, and the effects on other standby databases in
the configuration are determined by:

The state of the primary database just before the transition

The state of the standby database selected for the role transition at the time of
the transition

If the selected standby database is configured as a physical standby database or
a logical standby database

If the role transition is a switchover or a failover

How much redo data remains to be applied to the selected standby database
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«  Whether or not a standby redo log is configured on the standby database

«  Whether or not redo log files were previously created for the target standby
database

The goal is to perform the role transition as quickly as possible with little or no data

loss.

Note: The time required to complete a role transition is minimized
when the real-time apply feature is enabled and active, as described
in Section 6.2.1. Real-time apply allows log apply services to
recover and apply redo data from standby redo log files at the same
time these files are receiving new redo data from the primary
database. This ensures the lag between the standby database and
the primary database is as small as possible.

The decision tree presented in Figure 7-1 can help you choose the role transition
that best minimizes downtime and risk of data loss.

Figure 7-1 Role Transition Decision Tree

Do

you need to perform hardware

or software maintenance on the
system that currently hosts
the primary database?

YES

NOL

Can you bring the primary
database back online
in a timely manner?

YES

NO L Fail over to best available

standby database.

Switch over to best available
standby database.

Resolve the problem and
bring the database online.

In general, consider if it would be faster to repair the primary database than to
perform a role transition. If you can repair the primary database, you also do not
have to reconfigure client applications to connect to a new database. However, if the
repair operation results in any data loss, you might be able to flash back the standby
databases as described in Section 10.4. If you do not have Flashback Database
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enabled, you might need to re-create all other standby databases in the
configuration from a backup copy of the repaired primary database.

If you decide that a role transition is appropriate and the configuration contains one
or more physical standby databases, Oracle recommends that you perform the role
transition using the best available physical standby database. Role transitions
involving a logical standby database:

« Canresult in data loss if the logical standby database is configured to maintain
only a subset of the data present in the primary database

« Require that any existing physical standby databases be re-created from a copy
of the new primary database to continue to participate in the Data Guard
configuration after the role transition

See Section 10.2 for information about how to choose the best available physical or
logical standby database

Once you determine the type of role transition you want to perform, proceed to one
of the following sections:

« For switchovers, see Section 7.1.2.

« For failovers, see Section 7.1.3.

7.1.2 Switchovers

A switchover is typically used to reduce primary database downtime during
planned outages, such as operating system or hardware upgrades, or rolling
upgrades of the Oracle database software and patch sets (described in Section 9.2).

A switchover takes place in two phases. In the first phase, the existing primary
database is transitioned to a standby role. In the second phase, a standby database is
transitioned to the primary role.

Figure 7-2 shows a two-site Data Guard configuration before the roles of the
databases are switched. The primary database is in San Francisco, and the standby
database is in Boston.
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Figure 7-2 Data Guard Configuration Before Switchover
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Figure 7-3 shows the Data Guard environment after the original primary database
was switched over to a standby database, but before the original standby database
has become the new primary database. At this stage, the Data Guard configuration
temporarily has two standby databases.

Figure 7-3 Standby Databases Before Switchover to the New Primary Database
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Figure 7-4 shows the Data Guard environment after a switchover took place. The
original standby database became the new primary database. The primary database
is now in Boston, and the standby database is now in San Francisco.

Figure 7-4 Data Guard Environment After Switchover
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7.1.2.1 Preparing for a Switchover

Although switchovers can be performed between the primary database and either a
logical or a physical standby database in the Data Guard configuration, a physical
standby database is preferred (as described in Section 7.1.1). To minimize
downtime, carefully plan each switchover so that the primary and standby
databases involved have as small a transactional lag as possible. Also, consider
using the Data Guard broker to automate and simplify the switchover procedure
into one easy step. See Oracle Data Guard Broker for more information.

Before starting a switchover:

« Verify the initialization parameters for each database are configured correctly.
See Chapter 3 and Chapter 4 for information about how to configure
initialization parameters on the primary and standby databases so that the Data
Guard configuration operates properly after the role transition.
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Note: If you do not use the Data Guard broker, you must define
the LOG_ARCHI VE_DEST_n and LOG_ARCHI VE_DEST_STATE_n
parameters on all standby sites so that when a switchover or
failover occurs, all of the standby sites continue to receive redo data
from the new primary database. See Section 5.4.1 and Chapter 12 for
information about using the LOG_ARCHI VE_DEST _n VALI D_FOR
attribute to define role-based destinations in preparation for future
role transitions.

Configurations that you set up with the Data Guard broker
(command-line interface or GUI) handle the LOG_ARCHI VE_DEST _
nand LOG_ARCHI VE_DEST_STATE n definitions automatically,
including defining the LOG_ARCHI VE_DEST _n parameters to point
back to the primary database and all of the other standby
databases.

Verify there is network connectivity between the primary and standby
locations.

Each location in the Data Guard configuration should have connectivity
through Oracle Net to the primary database and to all other associated standby
databases.

Verify the standby database that will become the new primary database is
operating in ARCHIVELOG mode.

Ensure temporary files exist on the standby database that match the temporary
files on the primary database. See Section 3.2.6 (physical standby databases)
and Section 4.2.4 (logical standby databases) for information about creating the
temporary file on the standby database.

Remove any redo data application delay in effect on the standby database that
will become the new primary database.

Verify there are no active users connected to the databases.

Verify all but one primary instance and one standby instance in a Real
Application Clusters configuration are shut down.

For a Real Application Clusters database, only one primary instance and one
standby instance can be online during the switchover. Shut down all other
instances before starting the switchover. Then, after the switchover completes,
bring these instances back online.
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Note: Even though only one standby instance is open during the
switchover, all of the standby database instances will be
automatically transitioned to their new role correctly.

« For switchovers involving a physical standby database, verify the primary
database instance is open and the standby database instance is mounted.

The standby database that you plan to transition to the primary role must be
mounted before you begin the switchover. Ideally, the physical standby
database will also be actively recovering archived redo log files when the
database roles are switched. If the physical standby database is open for
read-only access, the switchover still will take place, but will require additional
time. See Section 6.3 for more information about Redo Apply.

« For switchovers involving a logical standby database, verify both the primary
and standby database instances are open and that SQL Apply is active. See
Section 6.4 for more information about SQL Apply.

For switchovers involving a physical standby database, see Section 7.2.1. For
switchovers involving a logical standby database, see Section 7.3.1. If you
configured your environment using Oracle Data Guard broker distributed
management framework, refer instead to Oracle Data Guard Broker for information
about how to use the Switchover wizard to automate the switchover process.

7.1.3 Failovers

A failover is typically used only when the primary database becomes unavailable,
and there is no possibility of restoring it to service within a reasonable period of
time. The specific actions performed during a failover vary based on whether a
logical or a physical standby database is involved in the failover, the state of the
Data Guard configuration at the time of the failover, and on the specific SQL
statements used to initiate the failover.

Figure 7-5 shows the result of a failover from a primary database in San Francisco
to a physical standby database in Boston.
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Figure 7-5 Failover to a Standby Database
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7.1.3.1 Preparing for Failover

If possible, before performing a failover, you should transfer as much of the
available and unapplied primary database redo data as possible to the standby
database by following the steps described in this section. Consider using the Data
Guard broker to automate and simplify the failover procedure into one easy step.
See Oracle Data Guard Broker for more information.

Before initiating a failover, perform the following steps:

« Verify the initialization parameters for the surviving databases in the Data
Guard configuration are configured correctly. See Chapter 3 for information
about how to configure initialization parameters on the primary and physical
standby databases so that your Data Guard configuration operates properly
after the role transition.
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Note: If you do not use the Data Guard broker, you must define
the LOG_ARCHI VE_DEST_n and LOG_ARCHI VE_DEST_STATE_n
parameters on all standby sites so that when a switchover or
failover occurs, all of the standby sites continue to receive redo data
from the new primary database. See Section 5.4.1 and Chapter 12
for information about using the LOG_ARCHI VE_DEST_n VALI D_
FOR attribute to define role-based destinations in preparation for
future role transitions.

Configurations that you set up with the Data Guard broker
(command-line interface or GUI) handle the LOG_ARCHI VE_DEST _
nand LOG_ARCHI VE_DEST_STATE n definitions automatically,
including defining the LOG_ARCHI VE_DEST _n parameters to point
back to the primary database and all the other standby databases.

« Verify each remaining location in the Data Guard configuration has network
connectivity through Oracle Net to the database that will become the new
primary database and to all other associated standby databases.

« Verify the standby database that will become the new primary database is
operating in ARCHIVELOG mode.

« Ensure temporary files exist on the standby database that match the temporary
files on the primary database. See Section 3.2.6 (physical standby databases)
and Section 4.2.4 (logical standby databases) for information about creating the
temporary file on the standby database.

« Remove any redo data application delay that is in effect on the standby
database that will become the new primary database.

« If the standby database that will become the new primary database is a Real
Application Clusters database, shut down all but one standby instance before
starting the failover. Then, after the failover completes, bring the other instances
back online. For a Real Application Clusters database, only one standby
instance can be active during the failover.

« If astandby database currently running in maximum protection mode will be
involved in the failover, first place it in maximum performance mode by issuing
the following statement on the standby database:

SQL> ALTER DATABASE SET STANDBY DATABASE TO MAXI M ZE PERFORMANCE;

7-10 Oracle Data Guard Concepts and Administration



Role Transitions Involving Physical Standby Databases

Then, if appropriate standby databases are available, you can reset the desired
protection mode on the new primary database after the failover completes.

This is required because you cannot fail over to a standby database that is in
maximum protection mode. In addition, if a primary database in maximum
protection mode is still actively communicating with the standby database,
issuing the ALTER DATABASE statement to change the standby database from
maximum protection mode to maximum performance mode will not succeed.
Because a failover irreversibly removes the original primary database from the
Data Guard configuration, these features serve to protect a primary database
operating in maximum protection mode from the effects of an unintended
failover.

Note: Do not fail over to a standby database to test whether or not
the standby database is being updated correctly. Instead:

« See Section 3.2.7 for information about how to verify a physical
standby database is operating correctly.

« See Section 4.2.5 for information about how to verify a logical
standby database is operating correctly.

To perform a failover involving a physical standby database, see Section 7.2.2. To
perform a failover involving a logical standby database, see Section 7.3.2.

7.2 Role Transitions Involving Physical Standby Databases

This section describes how to perform switchovers and failovers involving a
physical standby database.

7.2.1 Switchovers Involving a Physical Standby Database

This section describes how to perform a switchover that changes roles between a
primary database and a physical standby database. A switchover must be initiated
on the current primary database and completed on the target standby database. The
following steps describe how to perform the switchover.
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On the current primary database:

Step 1 Verify it is possible to perform a switchover.

On the current primary database, query the SW TCHOVER_STATUS column of the
V$DATABASE fixed view on the primary database to verify it is possible to perform
a switchover. For example;

SQL> SELECT SW TCHOVER STATUS FROM V$DATABASE;
SW TCHOVER _STATUS

TO STANDBY
1 row sel ected

The TO STANDBY value in the SW TCHOVER _STATUS column indicates that it is
possible to switch the primary database to the standby role. If the TO STANDBY
value is not displayed, then verify the Data Guard configuration is functioning
correctly (for example, verify all LOG_ARCHI VE_DEST _n parameter values are
specified correctly).

If the value in the SW TCHOVER _STATUS column is SESSI ONS ACTI VE, perform
the steps described in Section A.4 to identify and terminate active user or SQL
sessions that might prevent a switchover from being processed. If, after performing
these steps, the SW TCHOVER STATUS column still displays SESSI ONS ACTI VE,
you can successfully perform a switchover by appending the W TH SESSI ON
SHUTDOWN clause to the ALTER DATABASE COM T TO SW TCHOVER TO

PHYSI CAL STANDBY statement described in Step 2.

See Oracle Database Reference for information about other valid values for the
SW TCHOVER _STATUS column of the VEDATABASE view.

Step 2 Initiate the switchover on the primary database.
To transition the current primary database to a physical standby database role, use
the following SQL statement on the primary database:

SQL> ALTER DATABASE COWM T TO SW TCHOVER TO PHYSI CAL STANDBY;

After this statement completes, the primary database is converted into a standby
database. The current control file is backed up to the current SQL session trace file
before the switchover. This makes it possible to reconstruct a current control file, if
necessary.

Step 3 Shut down and restart the former primary instance.
Shut down the former primary instance, and restart and mount the database:
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SQL> SHUTDOAN | MVEDI ATE;
SQL> STARTUP MOUNT;

At this point in the switchover process, both databases are configured as standby
databases (see Figure 7-3).

On the target physical standby database:

Step 4 Verify the switchover status in the VSDATABASE view.

After you transition the primary database to the physical standby role and the
switchover notification is received by the standby databases in the configuration,
you should verify if the switchover notification was processed by the target standby
database by querying the SW TCHOVER_STATUS column of the VSDATABASE fixed
view on the target standby database.

For example:

SQL> SELECT SW TCHOVER STATUS FROM V$DATABASE;
SW TCHOVER _STATUS

TO_PRI MARY
1 row selected

If the value in the SW TCHOVER _STATUS column is SESSI ONS ACTI VE, perform
the steps described in Section A.4 to identify and terminate active user or SQL
sessions that might prevent a switchover from being processed. If, after performing
these steps, the SW TCHOVER STATUS column still displays SESSI ONS ACTI VE,
you can proceed to Step 5, and append the W TH SESSI ON SHUTDOWN clause to
the switchover statement. See Oracle Database Reference for information about other
valid values for the SW TCHOVER _STATUS column of the VSDATABASE view

Step 5 Switch the target physical standby database role to the primary role.

You can switch a physical standby database from the standby role to the primary
role when the standby database instance is either mounted in Redo Apply mode or
open for read-only access. It must be mounted in one of these modes so that the
primary database switchover request can be coordinated. After you mount the
standby database in an appropriate mode, issue the following SQL statement on the
physical standby database that you want to transition to the primary role:

SQL> ALTER DATABASE COW T TO SW TCHOVER TO PRI MARY;

Also see Chapter 3 for information about manually adding redo log files when
creating a physical standby database.
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Step 6 Shut down and restart the target standby database.
Shut down the target standby database and restart it using the appropriate
initialization parameters for the primary role:

SQL> SHUTDOMN | MVEDI ATE;
SQ.> STARTUP;

The target physical standby database is now transitioned to the primary database
role.

Note: There is no need to shut down and restart other standby
databases (not involved in the switchover) that are online at the

time of the switchover. These standby databases will continue to
function normally after the switchover completes.

On the new physical standby database and on all other standby databases:

Step 7 If necessary, restart log apply services on the standby databases.

For the new physical standby database and for each other physical or logical
standby database in the Data Guard configuration, if log apply services were not
previously configured to continue operating through a switchover, use an
appropriate command to restart log apply services. See Chapter 6 for more
information about how to configure and start log apply services.

On the new primary database:

Step 8 Begin sending redo data to the standby databases.
Issue the following statement on the new primary database:

SQL> ALTER SYSTEM SW TCH LOGFI LE;

7.2.2 Failovers Involving a Physical Standby Database

This section describes how to perform failovers involving a physical standby
database.

During failovers involving a physical standby database:

« Inall cases, after a failover, the original primary database can no longer
participate in the Data Guard configuration.

7-14 Oracle Data Guard Concepts and Administration



Role Transitions Involving Physical Standby Databases

« In most cases, other logical or physical standby databases not directly
participating in the failover remain in the configuration and do not have to be
shut down or restarted.

« Insome cases, it might be necessary to re-create all standby databases after
configuring the new primary database.

Before starting the failover, perform as many of the steps documented in
Section 7.1.3.1 as possible to prepare the selected standby database for the failover
operation, then proceed to Section 7.2.2.1 for the failover steps.

Note: Oracle recommends you use only the failover steps and
commands described in the following sections to perform a
failover. Do not use the ALTER DATABASE ACTI VATE STANDBY
DATABASE to perform a failover, because this statement causes data
loss.

7.2.2.1 Failover Steps

This section describes the steps that must be performed to transition the selected
physical standby database to the primary role. Any other physical or logical
standby databases that are also part of the configuration will remain in the
configuration and will not need to be shut down or restarted.

If the target standby database was operating in maximum protection mode, no gaps
in the archived redo log files should exist, and you can proceed directly to Step 4.
Otherwise, begin with Step 1 to determine if any manual gap resolution steps must
be performed.

Step 1 Identify and resolve any gaps in the archived redo log files.

To determine if there are gaps in the archived redo log files on the target standby
database, query the V$ARCHI VE_GAP view. This view contains the sequence
numbers of the archived redo log files that are known to be missing for each thread.
The data returned reflects the highest gap only.

For example:

SQL> SELECT THREAD#, LOW SEQUENCE#, HI GH_SEQUENCE# FROM V$ARCH VE_GAP;
THREAD#  LOW SEQUENCE# HI GH_ SEQUENCE#
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In this example the gap comprises archived redo log files with sequences 90, 91, and
92 for thread 1. If possible, copy all of the identified missing archived redo log files
to the target standby database from the primary database and register them. This
must be done for each thread.

For example:
SQL> ALTER DATABASE REG STER PHYSI CAL LOGFI LE 'fil especl';

Step 2 Repeat Step 1 until all gaps are resolved.

The query executed in Step 1 displays information for the highest gap only. After
resolving that gap, you must repeat Step 1 until the query returns no rows.

Step 3 Copy any other missing archived redo log files.

To determine if there are any other missing archived redo log files, query the
V$ARCHI VED_LOG view on the target standby database to obtain the highest
sequence number for each thread.

For example:

SQL> SELECT UNI QUE THREAD# AS THREAD, MAX( SEQUENCE#)
2> OVER (PARTITI ON BY thread#) AS LAST from V$ARCH VED LOG

Copy any available archived redo log files from the primary database that contains
sequence numbers higher than the highest sequence number available on the target
standby database to the target standby database and register them. This must be
done for each thread.

For example:
SQL> ALTER DATABASE REG STER PHYSI CAL LOGFILE 'fil especl';
After all available archived redo log files have been registered, query the

V$ARCHI VE_GAP view as described in Step 1 to verify no additional gaps were
introduced in Step 3.
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Note: If, while performing Steps 1 through 3, you are not able to
resolve gaps in the archived redo log files (for example, because
you do not have access to the system that hosted the failed primary
database), some data loss will occur during the failover.

Step 4 Initiate the failover operation on the target physical standby database.

If the target physical standby database has standby redo log files configured, issue
the following statement to initiate the failover:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE FI NI SH;
If the target physical standby database does not have standby redo log files
configured, include the FI NI SH SKI P STANDBY LOGFI LE clause:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE
2> FINI'SH SKI P STANDBY LOGFI LE;

Note: The failover operation adds an end-of-redo marker to the
header of the last log file being archived and sends the redo to all
enabled destinations that are valid for the primary role (specified
with the VALI D_FOR=( PRI MARY_ROLE, * _LOGFI LES) or the
VALI D_FOR=( ALL_ROLES, * _LOGFI LES) attributes).

Step 5 Convert the physical standby database to the primary role.

Once the SQL ALTER DATABASE RECOVER MANAGED STANDBY

DATABASE. . . FI NI SH statement completes successfully, transition the physical
standby database to the primary database role by issuing the following SQL
statement:

SQL> ALTER DATABASE COW T TO SW TCHOVER TO PRI MARY;

After issuing this SQL statement, the target standby database is transitioned to the
primary role. As a result, you can no longer use this database as a standby database
and any subsequent redo received from the original primary database cannot be
applied. During the failover process, the standby redo log files were automatically
archived and recovered on all other standby databases derived from the original
primary database. This will happen only if the standby destinations are correctly
defined on the new primary database.
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There is no need to shut down and restart any of the other standby databases in the
configuration that were not participants in the failover.

On the new primary database:

Step 6 Shut down and restart the new primary database.

To complete the failover, you need to shut down the new primary database and
restart it in read/write mode using the proper traditional initialization parameter
file (or server parameter file) for the primary role:

SQL> SHUTDOMN | MVEDI ATE;
SQ.> STARTUP;

See Chapter 3 and Chapter 4 for information about how to configure initialization
parameters on both the primary and standby databases so that your Data Guard
configuration operates properly after a role transition.

Step 7 Optionally, back up the new primary database.

Optionally, before issuing the STARTUP statement, you might want to perform a
closed back up of the new primary database. In place of a closed backup, instead
consider performing an open backup of the database after issuing the STARTUP
statement. Although performing a backup immediately is not required, it is a
recommended safety measure, because you cannot recover changes made after the
failover without a complete backup copy of the database.

As a result of the failover, the original primary database can no longer participate in
the Data Guard configuration, and all other standby databases are now receiving
and applying redo data from the new primary database.

Step 8 Optionally, restore the failed primary database.

After a failover, the original primary database no longer participates in the
configuration. After performing a failover, you may be able to optionally restore the
failed primary database as a new standby database using either of the following
methods:

« Use Flashback Database to restore the failed primary database to a point in time
before the failover occurred and then convert it into a standby database
following the procedure in Section 10.3, "Using Flashback Database After a
Failover".
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Note: You must have already enabled Flashback Database on the
old primary database before the failover. See Oracle Database Backup
and Recovery Advanced User's Guide for more information.

« Re-create the failed database and add it to the configuration as a new standby
database. To reuse the old primary database in the new configuration, you must
re-create it as a standby database using a backup copy of the new primary
database. This procedure is described in Section 3.2, "Creating a Physical
Standby Database"or Section 4.2, "Creating a Logical Standby Database".

Once the failed primary database has been restored and is running in the standby
role, you can optionally perform a switchover to transition the databases to their
original (pre-failure) roles. See Section 7.2.1, "Switchovers Involving a Physical
Standby Database" for more information.

7.3 Role Transitions Involving Logical Standby Databases

This section describes how to perform switchovers and failovers involving a logical
standby database.

7.3.1 Switchovers Involving a Logical Standby Database

When you perform a switchover that changes roles between a primary database
and a logical standby database, always initiate the switchover on the primary
database and complete it on the logical standby database. The following steps
describe how to perform the switchover.

On the primary database:

Step 1 Verify it is possible to perform a switchover.

On the current primary database, query the SW TCHOVER_STATUS column of the
V$DATABASE fixed view on the primary database to verify it is possible to perform
a switchover. For example;

SQL> SELECT SW TCHOVER STATUS FROM V$DATABASE;
SW TCHOVER _STATUS

TO STANDBY
1 row selected
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A value of TO STANDBY, TO LOG CAL STANDBY, or SESSI ONS ACTI VE in the
SW TCHOVER _STATUS column indicates that it is possible to switch the primary
database to the logical standby role. If one of these values is not displayed, then
verify the Data Guard configuration is functioning correctly (for example, verify all
LOG_ARCHI VE_DEST_n parameter values are specified correctly). See Oracle
Database Reference for information about other valid values for the SW TCHOVER _
STATUS column of the V$DATABASE view.

Step 2 Prepare the current primary database for the switchover.
To prepare the current primary database for a logical standby database role, issue
the following SQL statement;

SQL> ALTER DATABASE PREPARE TO SW TCHOVER TO LOG CAL STANDBY;

This statement notifies the current primary database that it will soon switch to the
logical standby role and begin receiving redo data from a new primary database.

On the target logical standby database:

Step 3 Prepare the target logical standby database for the switchover.

Use the following statement to build a LogMiner dictionary on the logical standby
database that is the target of the switchover:

SQL> ALTER DATABASE PREPARE TO SW TCHOVER TO PR MARY;

This statement also starts log transport services on the logical standby database that
begins transmitting its redo data to the current primary database and to other
standby databases in the Data Guard configuration. The sites receiving redo data
from this logical standby database accept the redo data but they do not apply it.

Depending on the work to be done and the size of the database, this operation can
take some time to complete.

On the current primary database:

Step 4 Verify the switchover status in the VESDATABASE view.

Before you transition the primary database to the logical standby role, verify the
LogMiner dictionary was received by the primary database by querying the

SW TCHOVER_STATUS column of the V$DATABASE fixed view on the primary
database. The SW TCHOVER STATUS column shows the progress of the switchover.
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When the query returns the TO LOG CAL STANDBY value, you can proceed with
Step 5. For example:

SQL> SELECT SW TCHOVER STATUS FROM V$DATABASE;
SW TCHOVER_STATUS

TO LOG CAL STANDBY
1 row selected

Step 5 Switch the primary database to the logical standby database role.

To transition the primary database to a logical standby database role, issue the
following SQL statement:

SQL> ALTER DATABASE COWM T TO SW TCHOVER TO LOG CAL STANDBY;

This statement waits for all current transactions on the primary database to end and
prevents any new users from starting new transactions. It also puts a marker in the
redo data to provide a synchronization point for logical standby database
operations. Executing this statement will also prevent users from making any
changes to the data being maintained in the logical standby database. To ensure
faster execution, ensure the primary database is in a quiet state with no update
activity before issuing the switchover statement (for example, have all users
temporarily log off the primary database). You can query the VETRANSACTI ONS
view for information about the status of any current in-progress transactions that
could delay execution of this statement.

The primary database is now transitioned to run in the standby database role.

When you transition a primary database to a logical standby database role, you do
not have to shut down and restart the database.

On the target logical standby database (new primary database):

Step 6 Verify the switchover status in the VSDATABASE view.

After you transition the primary database to the logical standby role and the
switchover notification is received by the standby databases in the configuration,
you should verify the switchover notification was processed by the target standby
database by querying the SW TCHOVER _STATUS column of the V$DATABASE fixed
view on the target standby database. The SW TCHOVER STATUS value is updated
to show progress during the switchover. When the status is TO PRI MARY, you can
proceed with Step 7.
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For example:

SQ.> SELECT SW TCHOVER_STATUS FROM V$DATABASE;
SW TCHOVER _STATUS

TO PRI MARY
1 row sel ected

See Oracle Database Reference for information about other valid values for the
SW TCHOVER _STATUS column of the VEDATABASE view.

Step 7 Switch the target logical standby database to the primary database
role.

On the logical standby database that you want to switch to the primary role, use the
following SQL statement to switch the logical standby database to the primary role;

SQL> ALTER DATABASE COW T TO SW TCHOVER TO PRI MARY;

There is no need to shut down and restart any logical standby databases that are in
the Data Guard configuration. Other existing logical standby databases will
continue to function normally after a switchover completes. All existing physical

standby databases, however, are rendered unable to participate in the Data Guard
configuration after the switchover.

Step 8 Ensure all standby databases begin receiving redo data.

On the new primary database, perform a log switch to ensure all logical standby
databases begin receiving redo data from the new primary database:

SQL> ALTER SYSTEM ARCHI VE LOG CURRENT;

On the new logical standby database, start SQL Apply:
SQL> ALTER DATABASE START LOG CAL STANDBY APPLY;

7.3.2 Failovers Involving a Logical Standby Database

This section describes how to perform failovers involving a logical standby
database.

During failovers involving a logical standby database:

« Inall cases, the original primary database and all physical standby databases
are no longer compatible and cannot remain in the new Data Guard
configuration.
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« In most cases, other logical standby databases not directly participating in the
failover remain in the configuration and do not have to be shut down or
restarted.

« Insome cases, it might be necessary to re-create all standby databases after
configuring the new primary database.

Before starting the failover, perform as many of the steps documented in

Section 7.1.3.1 as possible to prepare the selected standby database for the failover.
Depending on the protection mode for the configuration and the attributes you
chose for log transport services, it might be possible to automatically recover all or
some of the primary database modifications.

If the target standby database was operating in a no data loss mode, no gaps in
archived redo log files will exist and you can proceed directly to Step 3. Otherwise,
begin with Step 1 to determine if any manual gap resolution steps must be
performed.

On the logical standby database being transitioned to the primary role:

Step 1 Copy and register any missing archived redo log files.

Depending on the condition of the components in the configuration, you might
have access to the archived redo log files on the primary database. If so, do the
following:

1. Determine if any archived redo log files are missing on the logical standby
database.

2. Copy the missing log files from the primary database to the logical standby
database.

3. Register the copied log files.

On the logical standby database, query the DBA LOGSTDBY_LOGview to determine
which log files are missing and then register them. For example, the following
query indicates there is a gap in the sequence of archived redo log files because it
displays two files for THREAD 1 on the logical standby database. (If there are no
gaps, the query will show only one file for each thread.) The output shows the
highest registered file is sequence number 10, but there is a gap at the file shown as
sequence number 6:

SQL> COLUMN FILE_NAVE FORMAT a55;
SQL> SELECT THREAD¥, SEQUENCE#, FILE_NAVE FROM DBA LOGSTDBY LOG L

2> WERE NEXT_CHANGE# NOT I N

3> (SELECT FI RST_CHANGE# FROM DBA LOGSTDBY LOG WHERE L. THREAD# = THREADH)
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4> ORDER BY THREAD#, SEQUENCEH#;

THREAD# SEQUENCE# FI LE_NAME

1 6 /diskl/oracl e/ dbs/ | og-1292880008 6 1.arc
1 10 /di skl/oracl e/ dbs/| og-1292880008_10_1.arc

To resolve the gap, copy the missing archived redo log files for THREAD 1 (with
sequence numbers 7, 8, and 9). Then, register these archived redo log files on the
logical standby database. For example;

SQ.> ALTER DATABASE REG STER LOGQ CAL LOGFI LE
2> '/diskl/oracle/dbs/log-% % % .arc';
Dat abase al tered.

After you copy and register the missing archived redo log files to the logical
standby system, query the DBA_LOGSTDBY_LOGview again to ensure there are no
more gaps and the next thread and sequence number needed by the target logical
standby database do not exist.

Step 2 Ensure all available archived redo log files were applied.

On the logical standby database you are transitioning to the primary role, verify all
available archived redo log files were applied by querying the DBA LOGSTDBY _
PROGRESS view. For example:

SQL> SELECT APPLI ED SCN, NEWEST_SCN FROM DBA_LOGSTDBY_PROGRESS;

APPLI ED_SCN NEVEST SCN

190725 190725

When the APPLI ED_SCNand NEWEST _SCN values are equal, all attainable data is
applied and the logical standby database now contains as much data as possible
from the primary database.

Note: If SQL Apply is not active on the target logical standby
database, issue the following statement on the target standby
database to start SQL Apply:

SQ.> ALTER DATABASE START LOG CAL STANDBY APPLY NCDELAY FI NI SH,
Dat abase al tered.
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See Chapter 9 and Chapter 10 for information about the DBA LOGSTDBY _
PROGRESS view.

Step 3 Enable remote destinations.

If you have not previously configured role-based destinations as described in
Section 7.1.3.1, identify the initialization parameters that correspond to the remote
logical standby destinations for the new primary database, and manually enable
archiving of redo data for each of these destinations.

For example, to enable archiving for the remote destination defined by the LOG _
ARCHI VE_DEST _2 parameter, issue the following statement:

SQL> ALTER SYSTEM SET LOG ARCH VE_DEST STATE 2=ENABLE SCOPE=BOTH;

To ensure this change will persist if the new primary database is later restarted,
update the appropriate text initialization parameter file or server parameter file. In
general, when the database operates in the primary role, you must enable archiving
to remote destinations, and when the database operates in the standby role, you
must disable archiving to remote destinations.

See Section 5.4.1 and Chapter 12 for information about using the LOG_ARCHI VE_
DEST_n VALI D_FORattribute to define role-based destinations in preparation for
future role transitions.

Step 4 Activate the new primary database.

Issue the following statements on the target logical standby database (that you are
transitioning to the new primary role) to stop SQL Apply and activate the database
in the primary database role:

SQL> ALTER DATABASE STOP LOG CAL STANDBY APPLY;
SQL> ALTER DATABASE ACTI VATE LOG CAL STANDBY DATABASE;

On all other logical standby databases:

Step 5 Prepare to recover the other standby databases.

Depending on how much redo data you were able to apply to the new primary
database, you might be able to add other existing logical standby databases back
into the Data Guard configuration to serve as standby databases for the new
primary database. Perform the following steps on each logical standby database to
prepare to add it back into the Data Guard configuration;

1. Create a database link on each logical standby database.
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Use the ALTER SESSI ON DATABASE DI SABLE GUARD statement to bypass
the database guard and allow modifications to the tables in the logical standby
database. For example, the following creates a database link to the primary
database chi cago:

SQ> ALTER SESSI ON DI SABLE GUARD;
SQL> CREATE DATABASE LI NK chi cago

2> CONNECT TO usernanme | DENTI FI ED BY password USI NG ' chicago';
SQL> ALTER SESSI ON ENABLE GUARD;

The database user account specified in the CREATE DATABASE LI NK
statement must have the SELECT _CATALOG_ROLE role granted to it on the
primary database.

See Oracle Database Administrator's Guide for more information about creating
database links.

2. Verify the database link.

On the logical standby database, verify the database link was configured
correctly by executing the following query using the database link:

SQL> SELECT * FROM DBA_LOGSTDBY_PARAMETERS@hi cago;

If the query succeeds, then that confirms the database link created in Step 1 can
be used during role transitions.

Step 6 Start SQL Apply.
Start SQL Apply by issuing this SQL statement on each logical standby database:

SQL> ALTER DATABASE START LOG CAL STANDBY APPLY NEW PRI MARY chi cago;

When this statement completes, all remaining archived redo log files will have been
applied. Depending on the work to be done, this operation can take some time to
complete.

If the ORA-16109 error is returned, you must re-create the logical standby database
from a backup copy of the new primary database, and then add it to the Data Guard
configuration.

The following example shows a failed attempt to start SQL Apply on a logical
standby database in the new configuration where chi cago is the service name that
points to the new primary database:

SQL> ALTER DATABASE START LOG CAL STANDBY APPLY NEW PRI MARY chi cago;
ALTER DATABASE START LOG CAL STANDBY APPLY NEW PRI MARY chi cago
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ERRCOR at line 1:
ORA-16109: failed to apply log data from previous prinary

On the new primary database:

Step 7 Optionally, back up the new primary database.

Optionally, perform a closed backup of the new primary database. In place of a
closed backup, instead consider performing an open backup of the database.
Immediately performing a backup, while not required, is a recommended safety
measure, because you cannot recover changes made after the failover without a
complete backup copy of the database.

Step 8 Optionally, restore the failed primary database.

After performing a failover, you can optionally restore the failed primary database
as a new standby database using either of the following methods:

« Use Flashback Database to convert the failed primary database to a point in
time before the failover occurred and then convert it into a standby database
following the procedure in Section 10.3, "Using Flashback Database After a
Failover".

Note: You must have already enabled Flashback Database on the
old primary database before the failover. See Oracle Database Backup
and Recovery Advanced User's Guide for more information.

« Re-create the failed database and add it to the configuration as a new standby
database following the procedure in Section 3.2, "Creating a Physical Standby
Database"or Section 4.2, "Creating a Logical Standby Database".

Once the failed primary database has been restored and is running in the standby
role, you can optionally perform a switchover to transition the databases to their
original (pre-failure) roles. See Section 7.3.1, "Switchovers Involving a Logical
Standby Database" for more information.
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Managing a Physical Standby Database

This chapter describes how to manage physical standby databases. This chapter
contains the following topics:

Starting Up and Shutting Down a Physical Standby Database

Using a Standby Database That Is Open for Read-Only Access

Managing Primary Database Events That Affect the Standby Database
Using RMAN to Back Up and Restore Files on a Physical Standby Database
Recovering Through the OPEN RESETLOGS Statement

Monitoring the Primary and Standby Databases

The topics in this chapter describe how to use SQL statements, initialization
parameters, and views to manage physical standby databases.

See Oracle Data Guard Broker to use the Data Guard broker to automate the
management tasks described in this chapter.

8.1 Starting Up and Shutting Down a Physical Standby Database

This section describes the SQL*Plus statements used to start up and shut down a
physical standby database.

8.1.1 Starting Up a Physical Standby Database

To start a physical standby database, use SQL*Plus to connect to the database with
administrator privileges, and then use either the SQL*Plus STARTUP or STARTUP
MOUNT statement. When used on a physical standby database:
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« The STARTUP statement starts the database, mounts the database as a physical
standby database, and opens the database for read-only access.

« The STARTUP MOUNT statement starts and mounts the database as a physical
standby database, but does not open the database.

Once mounted, the database can receive archived redo data from the primary
database. You then have the option of either starting Redo Apply or opening the
database for read-only access. Typically, you start Redo Apply. The following
example shows how to start a physical standby database:

1. Start and mount the database:

SQL> STARTUP MOUNT;

2. Start log apply services:
To start Redo Apply, issue the following statement:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE
2> DI SOCONNECT FROM SESSI ON,

To start real-time apply, issue the following statement:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE
2> USI NG CURRENT LOGFI LE;

On the primary database, query the RECOVERY_MODE column in the

V$ARCHI VED_DEST_STATUS view, which displays the standby database’s
operation as MANAGED RECOVERY for Redo Apply and MANAGED REAL Tl ME
APPLY for real-time apply.

See Section 6.3 for information about Redo Apply, Section 6.2.1 for information
about real-time apply, and Section 8.2 for information about opening a standby
database for read-only access.

Note: When you first start log apply services on a newly created
physical standby database that has not yet received any redo data
from the primary database, an ORA- 01112 message may be
returned. This indicates that the MRP is unable to determine the
starting sequence number for media recovery. If this occurs, you
must either manually retrieve and register the archived redo log
files on the standby database, or wait for the automatic archiving to
occur before restarting log apply services.
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8.1.2 Shutting Down a Physical Standby Database

To shut down a physical standby database and stop log apply services, use the
SQL*Plus SHUTDOWN | MVEDI ATE statement. Control is not returned to the session
that initiates a database shutdown until shutdown is complete.

If the primary database is up and running, defer the destination on the primary
database and perform a log switch before shutting down the standby database.

To stop log apply services before shutting down the database, use the following
steps:

1. Issue the following query to find out if the standby database is performing
Redo Apply or real-time apply. If the MRPO or MRP process exists, then the
standby database is applying redo.

SQL> SELECT PROCESS, STATUS FROM V$MANAGED STANDBY;

2. Iflog apply services are running, cancel them as shown in the following
example;
SQ.> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE CANCEL;

3. Shut down the standby database.
SQL> SHUTDOWN;

8.2 Using a Standby Database That Is Open for Read-Only Access

When a standby database is open for read-only access, users can query the standby
database but cannot update it. Thus, you can reduce the load on the primary
database by using the standby database for reporting purposes. You can
periodically open the standby database for read-only access and perform ad hoc
queries to verify log apply services are updating the standby database correctly.
(Note that for distributed queries, you must first issue the ALTER DATABASE SET
TRANSACTI ON READ ONLY statement before you can issue a query on the
read-only database.)

Figure 8-1 shows a standby database open for read-only access.
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Figure 8-1 Standby Database Open for Read-Only Access
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This section contains the following topics:

« Assessing Whether or Not to Open a Standby Database for Read-Only Access
« Opening a Physical Standby Database for Read-Only Access

« Sorting Considerations for Standby Databases Open for Read-Only Access

8.2.1 Assessing Whether or Not to Open a Standby Database for Read-Only Access

As you decide whether or not to open a physical standby database for read-only
access, consider the following:

«  When a physical standby database is open for read-only access, redo data from
the primary database is received by the standby database, but the log files are
not applied. Therefore, a standby database that is open for read-only access is
not current with the primary database. At some point, you need to resume Redo
Apply on the standby database, and apply the archived redo log files to
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resynchronize the standby database with the primary database. Because of the
additional time required to apply any accumulated archived redo log files,
having a standby database open for read-only access can increase the time
required to complete failovers or switchovers.

« You can to use a standby system for reporting purposes and also maintain the
ability to complete a failover or switchover quickly if you configure more than
one standby database on the standby system. For example, based on your
business requirements and the system resources available on the standby
system, you might:

— Configure two physical standby databases on the standby system with one
standby database always performing Redo Apply to be as current as
possible with the primary database and the other standby database open in
read-only mode during business hours for reporting purposes.

— Configure a physical standby database on the standby system to maintain a
block-for-block copy of the primary database for disaster recovery purposes
and also configure a logical standby database to off-load reporting tasks
that require access to the latest data from the primary database.

When configuring more than one standby database on the same system,
consider using the DEPENDENCY attribute of the LOG_ARCHI VE_DEST _n
initialization parameter to define one archival destination to receive redo data
on behalf of all of the destinations, rather than transmitting redo data to each
individual destination. See Section 5.7.5 for more information.

8.2.2 Opening a Physical Standby Database for Read-Only Access

You can alternate between having a physical standby database open for read-only
access and performing Redo Apply using the following procedures.

To open a standby database for read-only access when it is currently
shut down:

Start, mount, and open the database for read-only access using the following
statement:

SQ.> STARTUP;
To open a standby database for read-only access when it is currently

performing Redo Apply or real-time apply:
1. Cancel Redo Apply or real-time apply:
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SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE CANCEL,;

2. Open the database for read-only access:
SQL> ALTER DATABASE OPEN;

You do not need to shut down the instance to open it for read-only access.

Note: By default, the ALTER DATABASE OPEN statement opens
physical standby databases in read-only mode. The Oracle database
determines if this is a physical standby database based on
information in the control file.

To change the standby database from being open for read-only access
to performing Redo Apply:
1. Terminate all active user sessions on the standby database.

2. Restart Redo Apply or real-time apply. To start Redo Apply, issue the following
statement:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE
2> DI SCONNECT FROM SESSI ON,

To start real-time apply, issue the following statement:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE
2> USI NG CURRENT LOGFI LE;

You do not need to shut down the instance to start either of these apply modes.

8.2.3 Sorting Considerations for Standby Databases Open for Read-Only Access

Before you open your standby database for read-only access, consider the following
topics regarding sorting operations:

« Sorting Operations While the Database Is Open for Read-Only Access

« Sorting Operations Without Temporary Tablespaces
8.2.3.1 Sorting Operations While the Database Is Open for Read-Only Access

To perform queries that sort a large amount of data on a standby database that is
open for read-only access, the Oracle database must be able to perform on-disk
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sorting. You cannot allocate space for sorting in tablespaces that cause Oracle
software to write to the data dictionary.

Temporary tablespaces allow you to add t enpf i | e entries when the database is
open for read-only access for the purpose of making queries without affecting
dictionary files or generating redo entries. Therefore, you can use temporary
tablespaces as long as you follow these requirements for creating them:

« The tablespaces must be temporary, locally managed, and contain only
temporary files.

« User-level allocations and permissions to use the locally managed temporary
tablespaces must be in place on the primary database. You cannot change these
settings on the standby database.

« You must create and associate a temporary file for the temporary tablespace on
the standby database.

To create a temporary tablespace for use on a read-only physical
standby database:
If you did not have a temporary tablespace on the primary database when you

created the physical standby database, perform the following steps on the primary
database:

1. Enter the following SQL statement;

SQL> CREATE TEMPORARY TABLESPACE tenpl
TEMPFI LE '/ di sk1/oracl e/ or adat a/ payrol | / t enpl. dbf’
Sl ZE 20M REUSE
EXTENT MANAGEMENT LOCAL UNI FORM SI ZE 16M

2. Switch the log file to send the redo data to the standby database:
SQ> ALTER SYSTEM SW TCH LOGFI LE;

To create and associate a temporary file with a temporary tablespace on
aread-only physical standby database:

The redo data that is generated on the primary database automatically creates the
temporary tablespace in the standby control file after the archived redo log file is
applied to the physical standby database. However, even if the temporary
tablespace existed on the primary database before you created the physical standby
database, you must use the ADD TEMPFI LE clause to actually create the disk file on
the standby database.

On the physical standby database, perform the following steps:
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1. Start Redo Apply or real-time apply, if necessary, and apply the archived redo
log files. To start Redo Apply, issue the following SQL*Plus statement:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE
2> DI SCONNECT FROM SESSI ON,

To start real-time apply, issue the following statement:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE
2> USI NG CURRENT LOGFILE;

2. Connect to the standby database and query the VSARCHI VED_LOGview to
verify all of the archived redo log files have been applied:

SQL> SELECT SEQUENCE#, APPLI ED FROM VSARCHI VED_LOG
2> ORDER BY SEQUENCE;
SEQUENCE# APP

11 YES
4 rows sel ected.

3. Cancel log apply services and open the physical standby database for read-only
access using the following SQL statements:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE CANCEL;
SQL> ALTER DATABASE OPEN;

Opening the physical standby database for read-only access enables you to add
atemporary file. Because adding a temporary file does not generate redo data,
it is allowed for a database that is open for read-only access.

4. Create a temporary file for the temporary tablespace. The size and names for
the files can differ from the primary database. For example:

SQ> ALTER TABLESPACE t enpl
ADD TEMPFI LE '/ di sk1/ oracl e/ oradat a/ payrol | /' s_t enpl. dbf’
SI ZE 10M REUSE;

8.2.3.2 Sorting Operations Without Temporary Tablespaces

If a temporary file does not exist on the standby database, or if the standby database
is not open and you attempt to sort a large amount of data, an error is returned, as
shown in the following example.
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SQL> SELECT * FROM V$PARAMETER,
sel ect * from v$paraneter
*
ERROR at line 1:
ORA-01220: file based sort illegal before database is open

Note that you can, however, sort small amounts of data if the SORT_AREA_ S| ZE
parameter is set to a sufficient value in your server parameter file. (The SORT _
AREA_SI ZE parameter is a static parameter. See Oracle Database Reference for
information about setting this initialization parameter.)

8.3 Managing Primary Database Events That Affect the Standby

Database

To prevent possible problems, you must be aware of events in the primary database
that affect a standby database and learn how to respond to them. This section
describes these events and the recommended responses to these events.

In some cases, the events or changes that occur on a primary database are
automatically propagated through archived redo log files to the standby database
and thus require no extra action on the standby database. In other cases, you might
need to perform maintenance tasks on the standby database.

Table 8-1 indicates whether or not a change made on the primary database requires
additional intervention by the database administrator (DBA) to be propagated to
the standby database. It also briefly describes how to respond to these events.
Detailed descriptions of the responses are described in the section references
provided.

The following events are automatically administered by log transport services and
log apply services, and therefore require no intervention by the database
administrator:

« ASQL ALTER DATABASE statement is issued with the ENABLE THREAD or
DI SABLE THREAD clause.

« The status of a tablespace changes (changes to read/write or read-only, placed
online or taken offline).
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« A datafile is added or tablespace is created when the STANDBY_FI LE
MANAGEMENT initialization parameter is set to AUTO.

Table 8-1 Actions Required on a Standby Database After Changes to a Primary Database

Reference  (Change Made on Primary Database |Action Required on Standby Database
Section 8.3.1 |Add a datafile or create a tablespace |If you did not set the STANDBY_FI LE_MANAGEMENT
initialization parameter to AUTQO, you must copy the new
datafile to the standby database.
Section 8.3.2 Drop or delete a tablespace or datafile |Delete datafiles from primary and standby databases
after the archived redo log file containing the DROP or
DELETE command was applied.
Section 8.3.3 |Use transportable tablespaces Move tablespaces between the primary and standby
databases.
Section 8.3.4 Rename a datafile Rename the datafile on the standby database.
Section 8.3.5 |Add or drop redo log files Synchronize changes on the standby database.
Section 8.3.6 Alter the primary database control Re-create the standby control file or re-create the standby
file (using the SQL ALTER database, depending on the alteration made.
DATABASE CREATE CONTROLFI LE
statement)
Section 8.3.7 Perform a DML or DDL operation Send the datafile containing the unlogged changes to the
using the NOLOGAE NGor standby database.
UNRECOVERABLE clause
Chapter 11 ~ (Change initialization parameters Dynamically change the standby parameters or shut

down the standby database and update the initialization
parameter file.

8.3.1 Adding a Datafile or Creating a Tablespace

The initialization parameter, STANDBY _FI LE_MANAGEMENT, enables you to control
whether or not adding a datafile to the primary database is automatically
propagated to the standby database, as follows:

« If you set the STANDBY_FI LE_MANAGEMENT initialization parameter in the
standby database server parameter file (SPFILE) to AUTQ, any new datafiles
created on the primary database are automatically created on the standby

database as well.

« If you do not specify the STANDBY_FI LE_MANAGEMENT initialization
parameter or if you set it to MANUAL, then you must manually copy the new
datafile to the standby database when you add a datafile to the primary

database.
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Note that if you copy an existing datafile from another database to the primary
database, then you must also copy the new datafile to the standby database and
re-create the standby control file, regardless of the setting of STANDBY_FI LE
MANAGEMENT initialization parameter.

The following sections provide examples of adding a datafile to the primary and
standby databases when the STANDBY_FI LE_MANAGEMENT initialization parameter
is set to AUTOand MANUAL, respectively.

8.3.1.1 Adding a Tablespace and a Datafile When STANDBY_FILE
MANAGEMENT Is Set to AUTO

The following example shows the steps required to add a new datafile to the
primary and standby databases when the STANDBY _FI LE_ MANAGEMENT
initialization parameter is set to AUTO.

1. Add a new tablespace to the primary database:
SQL> CREATE TABLESPACE new_ts DATAFILE '/ diskl/oracl e/ oradatal/payrol |/t _db2. dbf"
2> SI ZE 1m AUTOEXTEND ON MAXSI ZE UNLI M TED;
2. Archive the current online redo log file so the redo data will be transmitted to
and applied on the standby database:
SQ.> ALTER SYSTEM ARCH VE LOG CURRENT;

3. Verify the new datafile was added to the primary database:
SQL> SELECT NAME FROM V$DATAFI LE;

/ di sk1/ oracl e/ or adat a/ payrol | /t _dbl. dbf
/ di sk1/ oracl e/ or adat a/ payrol | /t _db2. dbf

4. \Verify the new datafile was added to the standby database:

SQL> SELECT NAME FROM VS$DATAFI LE;
NAME

/ di sk1/ oracl e/ or adat a/ payrol | / s2t _db1. dbf
/ di sk1/ oracl e/ or adat a/ payrol | / s2t _db2. dbf
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8.3.1.2 Adding a Tablespace and a Datafile When STANDBY_FILE_
MANAGEMENT Is Set to MANUAL

The following example shows the steps required to add a new datafile to the
primary and standby database when the STANDBY_FI LE_ MANAGEMVENT
initialization parameter is set to MANUAL. You must set the STANDBY_FI LE
MANAGEMENT initialization parameter to MANUAL when the standby datafiles reside
on raw devices.

1. Add anew tablespace to the primary database:
SQL> CREATE TABLESPACE new_ts DATAFILE '/ diskl/oracl e/ oradata/payrol|/t_db2. dbf"
2> SIZE 1m AUTOEXTEND ON MAXSI ZE UNLI M TED;
2. Verify the new datafile was added to the primary database:
SQL> SELECT NAME FROM V$DATAFI LE;

/ di sk1/ oracl e/ oradat a/ payrol |/t _dbl. dbf
/ di sk1/ oracl e/ oradat a/ payrol |/t _db2. dbf
3. Perform the following steps to copy the tablespace to a remote standby location:
a. Place the new tablespace offline:
SQ> ALTER TABLESPACE new_ts OFFLI NE;
b. Copy the new tablespace to a local temporary location using an operating
system utility copy command. Copying the files to a temporary location

will reduce the amount of time the tablespace must remain offline. The
following example copies the tablespace using the UNIX cp command:

% cp /diskl/oracl e/ oradatal/ payrol |/t _db2. dbf
/ di sk1/ oracl e/ or adat a/ payrol | / s2t _db2. dbf

c. Place the new tablespace back online:
SQL> ALTER TABLESPACE new_ts ONLI NE;
d. Copy the local copy of the tablespace to a remote standby location using an

operating system utility command. The following example uses the UNIX
rcp command:

% cp /diskl/oracl e/ oradatal/payrol|/s2t_db2. dbf standby_|l ocation
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Archive the current online redo log file on the primary database so it will get
transmitted to the standby database:

SQ> ALTER SYSTEM ARCH VE LOG CURRENT;

Use the following query to make sure that Redo Apply is running. If the MRP
or MRPO process is returned, Redo Apply is being performed.

SQL> SELECT PROCESS, STATUS FROM VSMANAGED STANDBY;

Verify the datafile was added to the standby database after the archived redo
log file was applied to the standby database:

SQL> SELECT NAME FROM V$DATAFI LE;

/ di sk1/ oracl e/ or adat a/ payrol | / s2t _dbl. dbf
/ di sk1/ oracl e/ or adat a/ payrol | / s2t _db2. dbf

8.3.2 Dropping a Tablespace in the Primary Database

When you delete one or more datafiles or drop one or more tablespaces in the
primary database, you also need to delete the corresponding datafiles in the
standby database. The following sections provide examples of dropping a datafile
to the primary and standby databases when the STANDBY_FI LE_ MANAGEMENT
initialization parameter is set to AUTOand MANUAL. To verify any deleted datafiles
are no longer part of the database, query the VSDATAFI LE view.

8.3.2.1 Dropping a Tablespace and a Datafile When STANDBY_FILE
MANAGEMENT Is Set to AUTO or MANUAL

The following procedure works whether the STANDBY_FI LE_ MANAGEMENT
initialization parameter is set to either MANUAL or AUTQ, as follows:

1.

Drop the tablespace at the primary site:
SQL> DROP TABLESPACE tbs_4;
SQ> ALTER SYSTEM SW TCH LOGFI LE;

Make sure that Redo Apply is running (so that the change is applied to the
standby database). If the following query returns the MRP or MRPO process,
Redo Apply is running.

SQL> SELECT PROCESS, STATUS FROM VSMANAGED STANDBY;
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Optionally, you can query the V$DATAFI LE view to verify any deleted datafiles
are no longer part of the database.

3. Delete the corresponding datafile on the standby site after the archived redo log
file was applied to the standby database. For example:

% rm /di sk1/ oracl e/ oradat a/ payrol | / s2t bs_4. dbf

4. On the primary database, after ensuring the standby database applied the redo
information for the dropped tablespace, you can remove the datafile for the
tablespace. For example:

% rm /di sk1/ oracl e/ oradat a/ payrol | / t bs_4. dbf

8.3.2.2 Dropping a Tablespace and a Datafile When STANDBY_FILE_
MANAGEMENT Is Set to AUTO

You can issue the SQL DROP TABLESPACE | NCLUDI NG CONTENTS AND

DATAFI LES statement on the primary database to delete the datafiles on both the
primary and standby databases. To use this statement, the STANDBY _FI LE
MANAGEMENT initialization parameter must be set to AUTO. For example, to drop the
tablespace at the primary site:

SQL> DROP TABLESPACE NCLUDI NG CONTENTS AND DATAFI LES t bs_4;
SQL> ALTER SYSTEM SW TCH LOGFI LE;

8.3.3 Using Transportable Tablespaces with a Physical Standby Database

You can use the Oracle transportable tablespaces feature to move a subset of an
Oracle database and plug it in to another Oracle database, essentially moving
tablespaces between the databases.

To move or copy a set of tablespaces when a physical standby is being used,
perform the following steps:

1. Generate a transportable tablespace set that consists of datafiles for the set of
tablespaces being transported and an export file containing structural
information for the set of tablespaces.

2. Transport the tablespace set:
a. Copy the datafiles and the export file to the primary database.
b. Copy the datafiles to the standby database.

The datafiles must be to the directory defined by the DB_FI LE_NAME _CONVERT
initialization parameter. If DB_FI LE_NAME_CONVERT is not defined, then issue
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the ALTER DATABASE RENAME FI LE statement to modify the standby control
file after the redo data containing the transportable tablespace was applied and
failed. The STANDBY_FI LE_MANAGEMENT initialization parameter must be set
to AUTO,

Plug in the tablespace.

Invoke the Data Pump utility to plug the set of tablespaces into the primary
database. Redo data will be generated and applied at the standby site to plug
the tablespace into the standby database.

For more information about transportable tablespaces, see Oracle Database
Administrator's Guide.

8.3.4 Renaming a Datafile in the Primary Database

When you rename one or more datafiles in the primary database, the change is not
propagated to the standby database. Therefore, if you want to rename the same
datafiles on the standby database, you must manually make the equivalent
modifications on the standby database because the modifications are not performed
automatically, even if the STANDBY_FI LE_MANAGEMENT initialization parameter is
set to AUTO

The following steps describe how to rename a datafile in the primary database and
manually propagate the changes to the standby database. If you do not want the
standby database to have the same physical structure as the primary database, then
these steps are not required.

1.

To rename the datafile in the primary database, take the tablespace offline:
SQL> ALTER TABLESPACE tbs_4 OFFLI NE;

Exit from the SQL prompt and issue an operating system command, such as the
following UNIX myv command, to rename the datafile on the primary system:

% nv /di sk1/ oracl e/ oradata/ payrol | /ths_4. dbf
/ di sk1/ oracl e/ or adat a/ payrol | / t bs_x. dbf

Rename the datafile in the primary database and bring the tablespace back
online:

SQL> ALTER TABLESPACE thbs_4 RENAME DATAFI LE

2> '/ diskl/oracl e/ oradat a/ payrol | /tbs_4. dbf"

3> TO '/diskl/oracle/oradatalpayroll/ths_x.dbf';
SQL> ALTER TABLESPACE tbs_4 ONLINE;
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4. Connect to the standby database, query the V$ARCHI VED LOGview to verify
all of the archived redo log files are applied, and then stop Redo Apply:

SQL> SELECT SEQUENCE#, APPLI ED FROM V$ARCH VED_LOG ORDER BY SEQUENCEH#;
SEQUENCE# APP

11 YES
4 rows sel ected.

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE CANCEL;

5. Shut down the standby database:
SQ.> SHUTDOWN;
6. Rename the datafile at the standby site using an operating system command,
such as the UNIX mv command:
% nv /di sk1/ oracl e/ oradat a/ payrol | / t bs_4. dbf
/ di sk1/ oracl e/ oradat a/ payrol | /tbs_x. dbf
7. Start and mount the standby database:
SQL> STARTUP MOUNT;
8. Rename the datafile in the standby control file. Note that the STANDBY _FI LE
MANAGEMENT initialization parameter must be set to MANUAL.
SQL> ALTER DATABASE RENAME FI LE '/diskl/ oracl e/ oradat a/ payrol | /tbs_4. dbf"
2> TO '/ di skl/oracl e/ oradat a/ payrol | / tbs_x. dbf";
9. On the standby database, restart Redo Apply:
SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE
2> DI SCONNECT FROM SESSI ON,

If you do not rename the corresponding datafile at the standby system, and then try
to refresh the standby database control file, the standby database will attempt to use
the renamed datafile, but it will not find it. Consequently, you will see error
messages similar to the following in the alert log:

CORA-00283: recovery session cancel ed due to errors
ORA-01157: cannot identify/lock datafile 4 - see DBWR trace file
ORA-01110: datafile 4: '/Diskl/oracl e/ oradatalpayroll/ths_x.dbf’
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8.3.5 Adding or Dropping Online Redo Log Files

Changing the size and number of the online redo log files is sometimes done to tune
the database. You can add online redo log file groups or members to the primary
database without affecting the standby database. Similarly, you can drop log file
groups or members from the primary database without affecting your standby
database. However, these changes do affect the performance of the standby
database after switchover.

Caution: Whenever you add an online redo log file to the primary
database, you must add a corresponding standby redo log file to
the standby database.

For example, if the primary database has 10 online redo log files and the standby
database has 2, and then you switch over to the standby database so that it
functions as the new primary database, the new primary database is forced to
archive more frequently than the original primary database.

Consequently, when you add or drop an online redo log file at the primary site, it is
important that you synchronize the changes in the standby database by following
these steps:

1. If Redo Apply is running, you must cancel Redo Apply before you can change
the log files.

2. Ifthe STANDBY_FI LE_MANAGEMENT initialization parameter is set to AUTO
change the value to MANUAL.

3. Add or drop an online redo log file:
« Toadd an online redo log file, use a SQL statement such as this:

SQ.> ALTER DATABASE ADD LOGFI LE
"/ di sk1/ oracl e/ oradat a/ payrol | / prny3.10g" SIZE 100M

« Todrop an online redo log file, use a SQL statement such as this:

SQ.> ALTER DATABASE DROP LOGFI LE
"/ di sk1/ oracl e/ oradat a/ payrol I /prny3.10g";

4. Repeat the statement you used in Step 3 on each standby database.

5. Restore the STANDBY_FI LE_MANAGEMENT initialization parameter and the
Redo Apply options to their original states.

Managing a Physical Standby Database 8-17



Using RMAN to Back Up and Restore Files on a Physical Standby Database

8.3.6 Altering the Primary Database Control File

Using the SQL CREATE CONTRCLFI LE statement with the RESETLOGS option on
your primary database will force the primary database to reset the online redo log
file the next time the primary database is opened, thereby invalidating the standby
database.

If you invalidated the control file for the standby database, re-create the file using
the procedure provided in Section 4.2.3.3.

If you invalidated the standby database, you must re-create the standby database
using the procedures in Chapter 4.

8.3.7 NOLOGGING or Unrecoverable Operations

When you perform a DML or DDL operation using the NOLOGGE NGor
UNRECOVERABLE clause, the standby database is invalidated and might require
substantial DBA administrative activities to repair. You can specify the SQL ALTER
DATABASE or SQL ALTER TABLESPACE statement with the FORCELOGGE NGclause
to override the NOLOGA NG setting. However, this statement will not repair an
already invalidated database.

If you perform an unrecoverable operation (such as a direct path load), you will see
a performance improvement on the primary database; but there is no corresponding
recovery process performance improvement on the standby database, and you will
have to move the data manually to the standby database.

See Section 10.7 for information about recovering after the NOLOGG NGclause is
used.

8.4 Using RMAN to Back Up and Restore Files on a Physical Standby
Database

This section describes backup strategies using Oracle Recovery Manager utility
(RMAN) with Data Guard and physical standby databases. RMAN is an easy-to-use
tool that can take backups with minimal effect on the primary database and quickly
recover from the loss of individual datafiles, or the entire database. RMAN and
Data Guard can be used together to simplify the administration of a Data Guard
configuration.
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Note: Because a logical standby database is not a block-for-block
copy of the primary database, you cannot use a logical standby
database to back up the primary database.

8.4.1 Backup Procedure

In a standby environment, backing up datafiles and archived redo log files taken on
the primary or standby system are usable on either system for recovery. Although
some files such as the control file and SPFILE must be backed up on the primary
database, the process of backing up datafiles and archived redo log files can be
off-loaded to the standby system, to minimize the impact of backup operations on
the production system.

Only those archived redo log files that were created by the standby instance can be
backed up at the standby site. If there were any archived redo log files generated
before the standby database was started, they must be backed up on the primary
database. For example, if the first log sent from the primary database to the standby
is log sequence 100 thread 1, then the backup of archived redo log files whose log
sequence is less than 100 must be done on the primary database.

If the flash recovery area is configured, Oracle software deletes the files from flash
recovery area on an on-demand basis. The flash recovery area acts as disk cache for
tape backups.

8.4.1.1 Using Disk as Cache for Tape Backup

This section assumes the flash recovery area is configured (see Section 5.2.3) and
other RMAN persistent configurations are set. On the primary database, use the
following RMAN commands to make a current backup of the control file and
SPFILE, and back up files in the flash recovery area created by the primary instance
to tape:

BACKUP DEVI CE TYPE DI SK CURRENT CONTRCLFI LE;
BACKUP RECOVERY AREA,

Issue these commands (or use them in a script) every day or once a week,
depending on how much application of redo data can be tolerated in the event of
the loss of all current control files (see Section 8.4.2.4).

On the physical standby database, use the following commands every day to roll
forward a level 0 copy of the database. These commands apply the level 1
incremental taken a day before, create a new level 1 incremental, back up archived
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redo log files to the flash recovery area, and back up files created by the standby
instance from flash recovery area to tape:

RECOVER COPY OF DATABASE W TH TAG ' GSS';

BACKUP DEVI CE TYPE DI SK | NCREMENTAL LEVEL 1 FOR RECOVER OF COPY W TH TAG ' GSS
DATABASE;

BACKUP DEVI CE TYPE DI SK ARCHI VELOG ALL NOT BACKED UP 2 TI MES;

BACKUP RECOVERY AREA,

8.4.1.2 Performing Backups Directly to Tape

If all backups are written directly to tape, configure the default device type to SBT
using the RMAN command CONFI GURE DEFAULT DEVI CE TYPE TO SBT.

On the primary database, use the following RMAN commands to back up the
current control file and copy auto backups created by the primary instance to tape:

BACKUP AS BACKUPSET CURRENT CONTROLFI LE;
BACKUP RECOVERY AREA,

Issue these commands every day or once a week, depending on how much
application of redo data can be tolerated in the event of loss of all current control
files (refer to Section 8.4.2.4).

Assuming that a complete database backup is taken every Sunday, the following
commands can be executed on the standby database to take a level 0 database
backup:

BACKUP AS BACKUPSET | NCREMENTAL LEVEL 0 DATABASE PLUS ARCHI VELOG NOT BACKED UP 2 TIMES;
On the other days of the backup cycle, run the following commands to create a level

1 incremental backup of the database and all archived redo log files that have not
already been backed up 2 times:

BACKUP AS BACKUPSET | NCREMENTAL LEVEL 1 DATABASE PLUS ARCHI VELOG NOT BACKED UP 2 TI MES;

8.4.2 Effect of Switchovers, Failovers, and Control File Creation on Backups

All the archived redo log files that were generated after the last backup on the
system where backups are done must be manually cataloged using the RMAN
CATALOG ARCHI VELOG ' archivelog_name_complete_path' command after any of the
following events:

« The primary or standby control file is re-created.

« The primary database role changes to standby after a switchover.
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« The standby database role changes to primary after switchover or failover.
If the new archived redo log files are not cataloged, RMAN will not back them up.

The examples in the following sections assume you are restoring files from tape to
the same system on which the backup was created. If you need to restore files to a
different system, you may need to change media configuration, or specify different
PARMS on the RMAN channels during restore, or both. See the Media Management
documentation for more information about how to access RMAN backups from
different systems.

8.4.2.1 Recovery from Loss of Datafiles on the Primary Database

Execute the following RMAN commands to restore and recover datafiles. You must
be connected to both the primary and recovery catalog databases.

RESTORE DATAFILE <n, m .. >;
RECOVER DATAFILE <n, m .. >;

Execute the following RMAN commands to restore and recover tablespaces. You
must be connected to both the primary and recovery catalog databases.

RESTORE TABLESPACE <tbs_namel, tbs_nane2, ...>
RECOVER TABLESPACE <tbs_namel, tbs_nane2, ...>

8.4.2.2 Recovery from Loss of Datafiles on the Standby Database

To recover the standby database after the loss of one or more datafiles, you must
restore the lost files to the standby database from the backup using the RMAN
RESTORE DATAFI LE command. If all the archived redo log files required for
recovery of damaged files are accessible on disk by the standby, restart Redo Apply.

If the archived redo log files required for recovery are not accessible on disk, use

RMAN to recover the restored datafiles to an SCN/log sequence greater than the
last log applied to the standby database, and then restart Redo Apply to continue
the application of redo data, as follows:

1. Stop Redo Apply.
2. Determine the value of the UNTI L_SCN column, as follows:

SQL> SELECT MAX(NEXT CHANGE#)+1 UNTIL_SCN FROM V$LOG H STORY LH, V$DATABASE
DB WHERE LH RESETLOGS CHANGE#=DB. RESETLOGS_CHANGE# AND LH RESETLOGS TI ME =
DB. RESETLOGS Tl ME;

UNTI L_SCN

967786
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3. Execute the following RMAN commands to restore and recover datafiles on the
standby database. You must be connected to both the standby and recovery
catalog databases (use the TARGET keyword to connect to standby instance):

RESTORE DATAFILE <n,m...>;
RECOVER DATABASE UNTI L SCN 967786;

To restore a tablespace, use the RMAN ' RESTORE TABLESPACE <tbs_namel,
ths name2, ...>' command.

4. Restart Redo Apply.

8.4.2.3 Recovery from the Loss of a Standby Control File

Oracle software allows multiplexing of the standby control file. To ensure the
standby control file is multiplexed, check the CONTROL _FI LES initialization
parameter, as follows:

SQL> SHOW PARAMETER CONTROL_FI LES

control _files string <cfil epathl>, <cfil epat h2>

If one of the multiplexed standby control files is lost or not accessible, Oracle
software stops the instance and writes the following messages to the alert log:

ORA-00210: cannot open the specified controlfile
ORA-00202: control file: '/ade/ banand_host ed6/ oracl e/ dbs/ scf3_2.f"
ORA-27041: unable to open file

You can copy an intact copy of the control file over the lost copy, then restart the
standby instance using the following SQL statements;

STARTUP MOUNT;
ALTER DATABASE RECOVER MANAGED STANDBY DATABASE DI SCONNECT FROM SESSI ON,

If all standby control files are lost, then you must create a new control file from the
primary database, copy it to all multiplexed locations on the standby database, and
restart the standby instance and Redo Apply. The created control file loses all
information about archived redo log files generated before its creation. Because
RMAN looks into the control file for the list of archived redo log files to back up, all
the archived redo log files generated since the last backup must be manually
cataloged, as described in Section 8.4.2.
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8.4.2.4 Recovery from the Loss of the Primary Control File

Oracle software allows multiplexing of the control file on the primary database. If
one of the control files cannot be updated on the primary database, the primary
database instance is shut down automatically. As described in Section 8.4.2.3, you
can copy an intact copy of the control file and restart the instance without having to
perform restore or recovery operations.

If you lose all of your control files, you can choose among the following procedures,
depending on the amount of downtime that is acceptable.

Create a new control file If all control file copies are lost, you can create a new
control file using the NORESETL OGS option and open the database after doing
media recovery. An existing standby database instance can generate the script to
create a new control file by using the SQL ALTER DATABASE BACKUP
CONTRCLFI LE TO TRACE NORESETLOGS statement. Note that, if the database
filenames are different in the primary and standby databases, then you must edit
the generated script to correct the filenames. This statement can be used
periodically to generate a control file creation script. If you are going to use control
file creation as part of your recovery plan, then you should use this statement after
any physical structure change, such as adding or dropping a datafile, tablespace, or
redo log member.

It should be noted that the created control file loses all information about the
archived redo log files generated before control file creation time. If archived redo
log file backups are being done on the primary database, all the archived redo log
files generated since the last archived redo log file backup must be manually
cataloged.

Recover using a backup control file If you are unable to create a control file using
the previous procedure, then you can use a backup control file, perform complete
recovery, and open the database with the RESETLOGS option.

To restore the control file and recover the database, use the following RMAN
commands after connecting to the primary instance (in NOMOUNT state) and catalog
database:

RESTORE CONTROLFI LE;

ALTER DATABASE MOUNT;

RECOVER DATABASE;

ALTER DATABASE CPEN RESETLCGS,
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Beginning with Oracle Release 10.1.0.1, all the backups before a RESETLOGS
operation can be used for recovery. Hence, it is not necessary to back up the
database before making it available for production.

8.4.2.5 Recovery from the Loss of an Online Redo Log File

Oracle recommends multiplexing the online redo log files. The loss of all members
of an online redo log group causes Oracle software to terminate the instance. If only
some members of a log file group cannot be written, they will not be used until they
become accessible. The views V$LOGFI LE and V$LOG contain more information
about the current status of log file members in the primary database instance.

When Oracle software is unable to write to one of the online redo log file members,
the following alert messages are returned:

CRA-00313: open failed for menbers of log group 1 of thread 1

CRA-00312: online log 1 thread 1: '/ade/ banand_host ed6/oracl e/dbs/t1_| ogl. f'
ORA-27037: unable to obtain file status

SVR4 Error: 2: No such file or directory

Additional information: 3

If the access problem is temporary due to a hardware issue, correct the problem and
processing will continue automatically. If the loss is permanent, a new member can
be added and the old one dropped from the group.

To add a new member to a redo log group, use the SQL ALTER DATABASE ADD
LOGFI LE MEMBER ' log_file_name’ REUSE TO GROUP n statement. You can do
this even when the database is open, without affecting database availability.

If all the members of an inactive group that has been archived are lost, the group
can be dropped and re-created.

In all other cases (loss of all online log members for the current ACTI VE group, or
an inactive group which has not yet been archived), you must fail over to the
standby database. Refer to Chapter 7 for the procedure.

8.4.2.6 Incomplete Recovery of the Database

Incomplete recovery of the primary database is normally done in cases such as
when the database is logically corrupted (by some user or an application) or when a
tablespace or datafile was accidentally dropped from database.

Depending on the current database checkpoint SCN on the standby database
instances, you can use one of the following procedures to perform incomplete
recovery of the database. All the procedures are in order of preference, starting with
the one that is the least time consuming.
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Using Flashback Database Using Flashback Database is the recommended
procedure when the flashback feature is enabled on the primary database, none of
the database files are lost, and the point-in-time recovery is greater than the oldest
flashback SCN or the oldest flashback time. See Section 10.4 for the procedure to use
Flashback Database to do point-in-time recovery.

Using the standby database instance This is the recommended procedure when
the standby database is behind the desired incomplete recovery time, and Flashback
Database is not enabled on the primary or standby databases:

1. Recover the standby database to the desired point in time.

RECOVER DATABASE UNTIL TIME ' <tine>';

Alternatively, incomplete recovery time can be specified using the SCN or log
sequence number:

RECOVER DATABASE UNTIL SCN i nconpl ete recovery SCN
RECOVER DATABASE UNTI L LOGSEQ i nconpl ete recovery | og sequence nunber THREAD
thread nunber

Open the standby database in read-only mode to verify the state of database.

If the state is not what is desired, use the LogMiner utility to look at the
archived redo log files to find the right target time or SCN for incomplete
recovery. Alternatively, you can start by recovering the standby to a point that
you know is before the target time, and then open the database in read-only
mode to examine the state of the data. Repeat this process until the state of the
database is verified to be correct. Note that if you recover the database too far
(that is, past the SCN where the error occurred) you cannot return it to an
earlier SCN.

2. Activate the standby database using the SQL ALTER DATABASE ACTI VATE
STANDBY DATABASE statement. This converts the standby database to a
primary database, creates a new reset logs branch, and opens the database. See
Section 8.5 to learn how the standby database reacts to the new reset logs
branch.

Using the primary database instance If all of the standby database instances have
already been recovered past the desired point in time and Flashback Database is
enabled on the primary or standby database, then this is your only option.

Use the following procedure to perform incomplete recovery on the primary
database:
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1. Use LogMiner or another means to identify the time or SCN at which all the
data in the database is known to be good.

2. Using the time or SCN, execute the following RMAN commands to do
incomplete database recovery and open the database with the RESETLOGS
option (after connecting to catalog database and primary instance that is in
MOUNT state):

RUN

{
SET UNTIL TIME ' <time>;

RESTORE DATABASE;
RECOVER DATABASE;

}
ALTER DATABASE OPEN RESETLGCS;

After this process, all standby database instances must be reestablished in the Data
Guard configuration.

8.4.3 Additional Backup Situations

The following sections describe how to modify the backup procedures for other
configurations, such as when the standby and primary databases cannot share
backup files; the standby instance is only used to remotely archive redo log files; or
the standby database filenames are different than the primary database.

8.4.3.1 Standby Databases Too Geographically Distant to Share Backups

In this case, the backups taken on a standby system are not easily accessible by the
primary system or other standby systems. Perform a complete backup of the
database on all systems to perform recovery operations. The flash recovery area can
reside locally on the primary and standby systems (for example, the flash recovery
area is not the same for the primary and standby databases).

In this scenario, you can still use the general strategies described in Section 8.4.2,
with the following exceptions:

« Backup files created by RMAN must be tagged with the local system name, and
with RESTORE operations that tag must be used to restrict RMAN from
selecting backups taken on the same host. In other words, the BACKUP
command must use the TAGnode name option when creating backups; the
RESTORE command must use the FROM TAGnode name option; and the
RECOVER command must use FROM TAGnode name ARCHI VELOG TAG node
name option.
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« Disaster recovery of the standby site:

1. Start the standby instance in the NOMOUNT state using the same parameter
files with which the standby was operating earlier.

2. Create a standby control file on the primary instance using the SQL ALTER
DATABASE CREATE STANDBY CONTROLFI LE AS filename statement, and
use the created control file to mount the standby instance.

3. Issue the following RMAN commands to restore and recover the database
files:

RESTORE DATABASE FROM TAG ' <node name>'
RECOVER DATABASE FROM TAG ' <node name>' ARCH VELOG TAG ' <node name>'

4. Restart Redo Apply.

The standby instance will fetch the remaining archived redo log files as described in
Section 5.8.

8.4.3.2 Standby Database Does Not Contain Datafiles, Used as a Fetch Archived
Log (FAL) Server

Use the same procedure described in Section 8.4.1, with the exception that the
RMAN commands that back up database files cannot be run against the FAL server.
The FAL server can be used as a backup source for all archived redo log files, thus
off-loading backups of archived redo log files to the FAL server.

8.4.3.3 Standby Database File Names Are Different than Primary Database

If the database filenames are not the same on primary and standby database, the
RESTORE and RECOVER commands you use will be slightly different. To obtain the
actual datafile names on the standby database, query the V$DATAFI LE view and
specify the SET NEWNAME option for all the datafiles in the database:

RUN

{

SET NEWNAME FOR DATAFILE 1 TO '<existing file location for file#l from VSDATAFILE>' ;
SET NEWNAME FOR DATAFILE 2 TO '<existing file location for file#2 from VSDATAFI LE>' ;

SET NEWNAME FOR DATAFILE n TO '<existing file location for file#n from VSDATAFI LE>' ;
RESTCRE {DATAFILE <n, m .> | TABLESPACE <tbs_nane_1, 2, .| DATABASE};
SW TCH DATAFI LE ALL;

RECOVER DATABASE { NOREDG} ;

}
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Similarly, the RMAN DUPLI CATE command should also use the SET NEWNANME
option to specify new filenames during the standby database creation.

8.4.4 Deletion Policy for Archived Redo Log Files In Flash Recovery Areas

By default, archived redo log files in a flash recovery area that were backed up to a
tertiary device or made obsolete (as defined by the RMAN retention policy) are
eligible for deletion. The archived redo log files that are backed up or obsolete can
eventually be deleted automatically to make space if the disk space in the flash
recovery area becomes full. However, you can change this default deletion policy
using the following RMAN command:

CONFIGURE ARCHIVELOG DELETION POLICY TO [CLEAR | NONE | APPLIED ON STANDBY];

This section describes the command qualifiers and provides examples for setting up
a deletion policy. See Oracle Database Backup and Recovery Advanced User's Guide for
more information about how Oracle software manages disk space in the flash
recovery area.

Using the APPLIED ON STANDBY Clause

Use the APPLI ED ON STANDBY clause so that archived redo log files that have
been applied on all mandatory standby destinations will be deleted. The actions
taken when you specify this clause are described in the following table:

When the APPLI ED ON STANDBY
clause is configured on. . . Then, these files are eligible for deletion. . .

The primary database Archived redo log files in the flash recovery area that were
applied on all mandatory standby databases.

A standby database that has one or more Archived redo log files in the flash recovery area that were
mandatory cascading standby databases applied on all mandatory cascading standby databases.

A standby database that has no Archived redo log files in the flash recovery area that were
mandatory cascading standby databases applied on the standby database.

See Appendix C for more information about cascaded redo log destinations.

Using the CLEAR Clause

Use the CLEAR clause to disable the deletion policy that was previously set up with
the RMAN CONFI GURE ARCHI VELOG DELETI ON PCLI CY command. The Oracle
database will resume the default deletion policy behavior, which is to delete
archived redo log files that are backed up or obsolete to make space if disk space in
the flash recovery area becomes full.
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Using the NONE Clause

Use the NONE clause so that archived redo logs in flash recovery area that were
backed up or obsolete as per the RMAN retention policy are eligible for deletion.
This is the default configuration. Archived redo log files that are backed up or
obsolete are deleted to make space if the disk space in the flash recovery area
becomes full.

Examples of the CONFIGURE ARCHIVELOG DELETION POLICY Command
When backups of archived redo log files are taken on the standby database:

1. Issue the following command on the primary database:
CONFI GURE ARCHI VELOG DELETI ON POLI CY TO APPLI ED ON STANDBY;

2. Issue the following command on the standby database:
CONFI GURE ARCH VELOG DELETI ON PQLI CY TO NONE;

When backups of archived redo log files are taken on the primary database:
1. Issue the following command on the standby database:

CONFI GQURE ARCHI VELOG DELETI ON PCLI CY TO APPLI ED ON STANDBY;

2. Issue the following command on the primary database:
CONFI GURE ARCHI VELOG DELETI ON POLI CY TO NONE;

8.4.4.1 Reconfiguring the Deletion Policy After a Role Transition

After a switchover or failover, you may need to reissue the RMAN CONFI GURE
ARCHI VELOG DELETI ON PCLI CY command on each database. If the backup site
for archived redo log files remains the same, then do nothing. Otherwise, you must
switch the archivelog deletion policy by issuing the CONFI GURE ARCHI VELOG
DELETI ON POLI CY TO APPLI ED ON STANDBY statement on the database where
backups are not taken, and issuing the CONFI GURE ARCHI VELOG DELETI ON

POLI CY TO NONE statement on the database where backups are taken.

8.4.4.2 Viewing the Current Deletion Policy

To see the current setting (APPLI ED ON STANDBY, CLEAR, NONE) for a database,
issue the following query:

SELECT NAME, VALUE FROM V$RMAN_ CONFI GURATI ON WHERE
NAME LI KE ' %ARCH VELOG DELETI ON POLI CY% ;
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ARCH VELOG DELETI ON PQLI CY TO APPLI ED ON STANDBY

You can also find the existing configuration using the RMAN SHOW ARCHI VELOG
DELETI ON POLI CY command:

RVAN> SHOW ARCHI VELOG DELETI ON PCLI CY
RMAN configuration parameters are:
CONFI GURE ARCHI VELOG DELETI ON POLI CY TO APPLI ED ON STANDBY;

8.5 Recovering Through the OPEN RESETLOGS Statement

Data Guard allows recovery on a physical standby database to continue after the
primary database has been opened with the RESETLOGS option. When an ALTER
DATABASE OPEN RESETLOGS statement is issued on the primary database, the
incarnation of the database changes, creating a new branch of redo data.

When a physical standby database receives a new branch of redo data, Redo Apply
stops and the managed recovery process (MRP) on the standby database terminates.
At this point, you can resynchronize the standby database with the primary
database branch, as described in the following table:

If the standby database. . . Then. . . Perform these steps. . .

Has not applied redo data past the Restarting media recovery  Restart Redo Apply to continue applying
new resetlogs SCN (past the start ~ will automatically recover redo data. The MRP automatically
of the new branch of redo data) the standby database into resynchronizes the standby database with

the new branch. the new branch of redo data.
Has applied redo data past the The standby database is 1. Follow the procedure in Section 10.4.1 to
new resetlogs SCN (past the start  recovered in the future of the flash back a physical standby database.
of the new branch of redo data) new branch of redo data.

2. Restart Redo Apply to continue
application of redo data onto new reset
logs branch.

and Flashback Database is enabled
on the standby database

The MRP automatically resynchronizes the
standby database with the new branch.

Has applied redo data past the The primary database has Re-create the physical standby database
new resetlogs SCN (past the start  diverged from the standby  following the procedures in Chapter 3.
of the new branch of redo data) on the indicated primary

and Flashback Database is not database branch.

enabled on the standby database
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If the standby database. . . Then. . . Perform these steps. . .

Is missing intervening archived The MRP cannot continue Locate and register missing archived redo
redo log files from the new branch until the missing log files are log files from each branch.

of redo data

retrieved.

Is missing archived redo log files ~ The MRP cannot continue Locate and register missing archived redo
from the end of the previous until the missing log files are log files from the previous branch.
branch of redo data. retrieved.

See Oracle Database Backup and Recovery Advanced User's Guide for more information
about database incarnations, recovering through an OPEN RESETL OGS operation,
and Flashback Database.

8.6 Monitoring the Primary and Standby Databases

This section gives you a general overview on where to find information for
monitoring the primary and standby databases in a Data Guard environment.

This section contains the following topics:

« AlertLog

« Dynamic Performance Views (Fixed Views)
« Monitoring Recovery Progress

Table 8-2 summarizes common events that occur on the primary database and
pointers to the files and views where you can monitor these events on the primary
and standby sites.
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Table 8-2 Location Where Common Actions on the Primary Database Can Be Monitored

Primary Database Event

Primary Site Information

Standby Site Information

A SQL ALTER DATABASE statement |«  Alertlog Alert log
is issued with the ENABLE THREAD .
or DI SABLE THREAD clause - VBTHREADview
specified
Redo log changed « Alertlog Alert log
= VSLOGview
«  STATUS column of
V$LOGFI LE view
CREATE CONTROLFI LE statement Alert log Alert log
issued Note: When you issue a CREATE
CONTRCLFI LE statement on the
primary database, the standby
database functions normally until it
encounters redo data that depends
on initialization parameters.
Managed recovery performed Alert log Alert log

Tablespace status changes made
(made read/write or read-only,
placed online or offline)

DBA_TABLESPACES view
Alert log

V$RECOVER _FI LE view

Datafile added or tablespace created

DBA DATA_FI LES view

V$DATAFI LE view

« Alertlog Alert log
Tablespace dropped « DBA DATA FI LES view V$DATAFI LE view
« Alertlog Alert log
Tablespace or datafile taken offline, « V$RECOVER FI LE view V$RECOVER_FI LE view
or datafile is deleted offline . Alertlog
Rename datafile = VSDATAFI LE VSDATAFI LE vi ew
« Alertlog Alert log
Unlogged or unrecoverable . V$DATAFI LE view Alert log
operations . V$DATABASE view

Recovery progress

V$ARCHI VE_DEST_STATUS
view

Alert log

V$ARCH VED LOG view
V$LOG_HI STORY view
V$MANAGED STANDBY view
Alert log

8-32 Oracle Data Guard Concepts and Administration




Monitoring the Primary and Standby Databases

Table 8-2 (Cont.) Location Where Common Actions on the Primary Database Can Be Monitored

Primary Database Event

Primary Site Information

Standby Site Information

Log transport status and progress

« V$ARCH VE_DEST_STATUS
Vi ew

V$ARCHI VED_LOG vi ew

Alert log

« V$ARCHI VED LOG vi ew

«  V$ARCH VE_DEST vi ew

« Alertlog
Autoextend a datafile Alert log Alert log
Issue OPEN RESETLOGS or CLEAR Alert log Alert log
UNARCHI VED LOGFI LES statements
Change initialization parameter Alert log Alert log

8.6.1 AlertLog

The database alert log is a chronological record of messages and errors. In addition
to providing information about the Oracle database, it also includes information
about operations specific to Data Guard, including the following:

« Messages related to administrative operations such as the following SQL
statements: ALTER DATABASE RECOVER MANAGED STANDBY, STARTUP,
SHUTDOWN, ARCHI VE LOG, and RECOVER

« Errors related to administrative operations that are reported by background

processes, such as ARCO, MRPO, RFS, LGWR

« The completion timestamp for administrative operations

The alert log also provides pointers to the trace or dump files generated by a

specific process.

8.6.2 Dynamic Performance Views (Fixed Views)

The Oracle database contains a set of underlying views. These views are often called
dynamic performance views because they are continuously updated while a
database is open and in use, and their contents relate primarily to performance.
These views are also called fixed views because they cannot be altered or removed
by the database administrator.

These view names are prefixed with either V$ or GV$, for example, V$ARCHI VE_
DEST or GV$ARCHI VE_DEST.
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Standard dynamic performance views (V$ fixed views) store information about the
local instance. In contrast, global dynamic performance views (GV$ fixed views),
store information about all open instances. Each V$ fixed view has a corresponding
GVs$ fixed view. Selects on GV$ fixed views use parallel query slaves to obtain
information on all instances. See Chapter 14, "Views Relevant to Oracle Data Guard"
and Oracle Database Reference for additional information.

8.6.3 Monitoring Recovery Progress

This section shows some samples of the types of views discussed in Section 8.6.2 for
monitoring recovery progress in a Data Guard environment. It contains the
following examples:

« Monitoring the Process Activities
« Determining the Progress of Redo Apply
« Determining the Location and Creator of the Archived Redo Log File

« Viewing Database Incarnations Before and After an OPEN RESETLOGS
Operation

« Viewing the Archived Redo Log History
« Determining Which Log Files Were Applied to the Standby Database
« Determining Which Log Files Were Not Received by the Standby Site

8.6.3.1 Monitoring the Process Activities

You can obtain information about Redo Apply on a standby database by monitoring
the activities performed by the following processes:

Reference Name System Process Names
ARCH ARCO,ARC1,ARC?2,...
MRP MRP, MRPO

RFS ORACLE{SID}

The VSMANAGED STANDBY view on the standby database site shows you the
activities performed by both log transport and log apply processes in a Data Guard
environment. The CLI ENT_P column in the output of the following query identifies
the corresponding primary database process.

SQL> SELECT PROCESS, CLIENT_PROCESS, SEQUENCE#, STATUS FROM VSMANAGED STANDBY:

8-34 Oracle Data Guard Concepts and Administration



Monitoring the Primary and Standby Databases

PROCESS CLIENT P SEQUENCE# STATUS

ARCH ARCH 0 CONNECTED
ARCH ARCH 0 CONNECTED
VRPO N A 204 WAIT_FOR_LOG
RFS LOAR 204 VR TI NG

RFS N A 0 RECEIVI NG

8.6.3.2 Determining the Progress of Redo Apply

The V$ARCHI VE_DEST_STATUS view on either a primary or standby database site
provides you information such as the online redo log files that were archived, the
archived redo log files that are applied, and the log sequence numbers of each. The
following query output shows the standby database is two archived redo log files
behind in applying the redo data received from the primary database.

SQL> SELECT ARCH VED THREADH, ARCH VED SEQ¥, APPLIED THREADH, APPLIED_SEQ#
2> FROM V$ARCH VE_DEST_STATUS;

ARCH VED THREAD# ARCHI VED SEQ¥# APPLI ED THREAD# APPLI ED_SEQ#

8.6.3.3 Determining the Location and Creator of the Archived Redo Log File

Query the VSARCHI VED_LOGview on the standby database to find additional
information about the archived redo log. Some information you can get includes the
location of the archived redo log, which process created the archived redo log, redo
log sequence number of each archived redo log file, when each log file was
archived, and whether or not the archived redo log file was applied. For example:

SQ> SELECT NAME, CREATCR, SEQUENCE#, APPLIED, COWPLETI ON_TI ME
2> FROM V$ARCH VED_LOG

NAME CREATOR SEQUENCE# APP COVPLETI O
H: \ ORACLE\ ORADATA\ PAYROLL\ STANDBY\ ARC00198. 001  ARCH 198 YES 30- MAY- 02

H: \ ORACLE\ ORADATA\ PAYROLL\ STANDBY\ ARC00199. 001 ARCH 199 YES 30- MAY- 02
H \ ORACLE\ ORADATA\ PAYROLL\ STANDBY\ ARC00200. 001 ARCH 200 YES 30- MAY-02
H \ ORACLE\ ORADATA\ PAYROLL\ STANDBY\ ARC00201. 001 LGAR 201 YES 30- MAY-02
H \ ORACLE\ ORADATA\ PAYROLL\ STANDBY\ ARC00202. 001 ARCH 202 YES 30- MAY-02
H: \ ORACLE\ ORADATA\ PAYROLL\ STANDBY\ ARC00203. 001 LGAR 203 YES 30- MAY-02

6 rows sel ected.
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8.6.3.4 Viewing Database Incarnations Before and After an OPEN RESETLOGS
Operation

Query the VEDATABASE_| NCARNATI ON view on the standby database to monitor
database incarnations and RESETLOGS IDs.

The following queries were issued on the standby database before an OPEN
RESETL OGS statement was issued on the primary database:

SQL> SELECT | NCARNATI ON#, RESETLOGS | D, STATUS FROM V$DATABASE | NCARNATI ON ;

| NCARNATI ON# RESETLOGS_| D STATUS

1 509191005 PARENT
2 509275501 CURRENT

SQL> SELECT RESETLOGS_| D, SEQUENCE#, STATUS, ARCHI VED FROM V$ARCH VED LOG
2 ORDER BY RESETLOGS._| D, SEQUENCE# ;

RESETLOGS |D THREAD# SEQUENCE# S ARC

509275501 1 1 A YES
509275501 1 2 A YES
509275501 1 3 A YES
509275501 1 4 A YES
509275501 1 5 A YES

5 rows sel ected.

The following queries were issued on the standby database after an OPEN
RESETL OGS statement was issued on the primary database and the standby
database started to receive redo data on the new branch of redo:

SQL> SELECT | NCARNATI ON#, RESETLOGS_| D, STATUS FROM VSDATABASE | NCARNATI ON ;

| NCARNATI ON# RESETLOGS_| D STATUS

1 509191005 PARENT
2 509275501 PARENT
3 509278970 CURRENT

SQL> SELECT RESETLOGS | D, SEQUENCE#, STATUS, ARCH VED FROM V$ARCH VED_LOG
2 CORDER BY RESETLOGS_I D, SEQUENCE# ;

RESETLOGS | D THREAD# SEQUENCE# S ARC
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509275501 1 1 A YES
509275501 1 2 A YES
509275501 1 3 A YES
509275501 1 4 A YES
509275501 1 5 A YES
509278970 1 1 A YES
509278970 1 2 A YES
509278970 1 3 A YES

8 rows sel ected.

8.6.3.5 Viewing the Archived Redo Log History

The V$LOG_HI STORY on the standby site shows you a complete history of the
archived redo log, including information such as the time of the first entry, the
lowest SCN in the log, the highest SCN in the log, and the sequence numbers for the
archived redo log files.

SQL> SELECT FIRST TIME, FIRST CHANGE#, NEXT CHANGE#, SEQUENCE# FROM VSLOG H STORY;

FI RST_TI M FI RST_CHANGE# NEXT_CHANGE# SEQUENCE#

13- MAY- 02 190578 214480 1
13- MAY- 02 214480 234595 2
13- MAY- 02 234595 254713 3
30- MAY- 02 3418615 3418874 201
30- MAY- 02 3418874 3419280 202
30- MAY- 02 3419280 3421165 203

203 rows sel ected.

8.6.3.6 Determining Which Log Files Were Applied to the Standby Database
Query the VSLOG_HI STORY view on the standby database, which records the latest
log sequence number that was applied. For example, issue the following query:

SQL> SELECT THREAD#, MAX(SEQUENCE#) AS "LAST_APPLIED LOG'
2> FROM V$LOG_HI STORY
3> GROUP BY THREADH,

THREAD# LAST_APPLI ED_LOG

In this example, the archived redo log file with log sequence number 967 is the most
recently applied log file.
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You can also use the APPLI ED column in the V$ARCHI VED_LOGfixed view on the
standby database to find out which log file was applied on the standby database.
The column displays YES for the log file that was applied. For example:

SQL> SELECT THREAD#, SEQUENCE#, APPLIED FROM V$ARCHI VED LOG
THREAD# SEQUENCE# APP

R N N e N ==
B O ©O©ow~NO U WN
=<
m
(9]

e

1
10 rows sel ected.

8.6.3.7 Determining Which Log Files Were Not Received by the Standby Site

Each archive destination has a destination ID assigned to it. You can query the
DEST_I Dcolumn in the VSARCHI VE_DEST fixed view to find out your destination
ID. You can then use this destination ID in a query on the primary database to
discover log files that were not sent to a particular standby site.

For example, assume the current local archive destination ID on your primary
database is 1, and the destination ID of one of your remote standby databases is 2.
To find out which log files were not received by this standby destination, issue the
following query on the primary database:

SQL> SELECT LOCAL. THREAD#, LOCAL. SEQUENCE# FROM
2> (SELECT THREADH, SEQUENCE# FROM V$ARCHI VED LOG WHERE DEST_|D=1) LOCAL
3> VHERE LOCAL. SEQUENCE# NOT I N
5> (SELECT SEQUENCE# FROM VSARCH VED LOG WHERE DEST | D=2 AND
6> THREAD# = LOCAL. THREADH) ;

THREAD# ~ SEQUENCE#

1 12
1 13
1 14

The preceding example shows the log files that were not received by standby
destination 2.
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Managing a Logical Standby Database

This chapter describes how to manage logical standby databases. This chapter
contains the following topics:

« Configuring and Managing a Logical Standby Database
« Upgrading the Oracle Database Software Version

« Recovering Through the OPEN RESETLOGS Statement
« Tuning Logical Standby Databases

The topics in this chapter describe how to use SQL statements, initialization
parameters, views, and the DBMS_LOGSTDBY PL/SQL package to manage logical
standby databases.

See Oracle Data Guard Broker to use the Data Guard broker to automate the
management tasks described in this chapter.

9.1 Configuring and Managing a Logical Standby Database

The DBM5_LOGSTDBY PL/SQL package provides procedures to help you configure
and manage a logical standby database. You can use the DBMS_LOGSTDBY PL/SQL
package to perform management tasks such as the following on a logical standby
database:

« Managing SQL Apply

« Controlling User Access to Tables in a Logical Standby Database

« Deleting Archived Redo Log Files No Longer Needed By SQL Apply
« Modifying a Logical Standby Database

« How Triggers and Constraints Are Handled on a Logical Standby Database
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Skipping SQL Statements on a Logical Standby Database
Adding or Re-creating Tables on a Logical Standby Database
Viewing and Controlling Logical Standby Events
Understanding and Viewing SQL Apply Activity

Enabling Real-Time Apply

Determining How Much Redo Data Was Applied
Recovering from Errors

Refreshing Materialized Views

Note: Users requiring access to the DBMS_LOGSTDBY package
must be granted the LOGSTDBY_ADM NI STRATCRrole.

9.1.1 Managing SQL Apply

The DBM5_LOGSTDBY PL/SQL package includes procedures to help you manage
SQL Apply on a logical standby database. Using it you can do the following:

Provide a way to skip applying archived redo log files or standby redo log files
to selected tables or entire schemas in the standby database

Manage initialization parameters used by SQL Apply
Ensure supplemental logging is enabled properly

Describe a set of operations that should not be applied to the logical standby
database

Avoid applying DML or DDL changes for temporary tables
Avoid applying any CREATE, ALTER, or DROP | NDEX operations

Record the error and continue applying the archived redo log files or standby
redo log files to the logical standby database if an error occurs while applying a
DDL statement

Stop SQL Apply and wait for the DBA to specify what action should be taken
when an error occurs on a DDL statement

Table 9-1 summarizes the procedures of the DBMS_LOGSTDBY PL/SQL package.
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Table 9-1 Procedures of the DBMS_LOGSTDBY PL/SQL Package

Subprograms Description

APPLY_SET Enables you to set the values of specific initialization
parameters to configure and maintain SQL Apply.

APPLY_UNSET Resets the value of specific initialization parameters to the
system default values.

BUI LD Ensures supplemental logging is enabled correctly and

| NSTANTI ATE_TABLE

SKI P

SKI P_ERROR

SKI P_TRANSACTI ON

UNSKI P
UNSKI P_ERROR
UNSKI P_TRANSACTI ON

builds the LogMiner dictionary.

Creates and populates a table in the standby database from a
corresponding table in the primary database.

Enables you to specify which database operations done on
the primary database will not be applied to the logical
standby database.

Specifies criteria to follow if an error is encountered. You can
stop SQL Apply or ignore the error.

Specifies transaction identification information to skip
(ignore) while applying specific transactions to the logical
standby database. This subprogram also allows alternate
statements to be executed.

Modifies the options set in the SKI P procedure.
Modifies the options set in the SKI P_ERROR procedure.

Modifies the options set in the SKI P_TRANSACTI ON
procedure.

See PL/SQL Packages and Types Reference for complete information about the DBVS

LOGSTDBY package.

9.1.2 Controlling User Access to Tables in a Logical Standby Database

The SQL ALTER DATABASE GUARD statement controls user access to tables in a
logical standby database. The database guard is set to ALL by default on a logical

standby database.

The ALTER DATABASE GUARD statement allows the following keywords:

« ALL

Specify ALL to prevent all users, other than SYS, from making changes to any
data in the logical standby database.
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=«  STANDBY

Specify STANDBY to prevent all users, other than SYS, from making DML and
DDL changes to any table or sequence being maintained through SQL Apply.

« NONE
Specify NONE if you want typical security for all data in the database.

For example, use the following statement to enable users to modify tables not
maintained by SQL Apply:

SQL> ALTER DATABASE GUARD STANDBY;

Privileged users can temporarily turn the database guard off and on for the current
session using the ALTER SESSI ON DI SABLE GUARDand ALTER SESSI ON
ENABLE GUARD statements, respectively. This statement replaces the DBVS
LOGSTDBY. GUARD BYPASS PL/SQL procedure that performed the same function
in Oracle9i. The ALTER SESSI ON [ ENABLE| DI SABLE] GUARD statement is
useful when you want to temporarily disable the database guard to make changes
to the database, as described in Section 9.1.4.

Note: Be careful not to let the primary and logical standby
databases diverge while the database guard is disabled.

9.1.3 Deleting Archived Redo Log Files No Longer Needed By SQL Apply

Periodically, you need to remove archived redo log files that are no longer needed
by SQL Apply to reclaim disk space. Perform the following steps to remove
archived redo log files from the file system:

1. To purge the logical standby session of metadata that is no longer needed, enter
the following PL/SQL statement:

SQL> EXECUTE DBMS_LOGSTDBY. PURGE_SESSI ON;
This statement also updates the DBA LOGVNR_PURGED_LOGview that displays
the archived redo log files that are no longer needed.

2. Query the DBA LOGWR PURGED_ LOGview to list the archived redo log files
that can be removed:

SQL> SELECT * FROM DBA_LOGWNR_PURGED LOG

FI LE_NAVE
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/' boston/arc_dest/arc_1_40_509538672. 1 og
/boston/arc_dest/arc_1 41 509538672. 1 og
/boston/arc_dest/arc_1_ 42 509538672. 1 og
/boston/arc_dest/arc_1 43 509538672. | og
/' boston/arc_dest/arc_1_44 509538672. 1 og
/' boston/arc_dest/arc_1_45 509538672. 1 og
/' boston/arc_dest/arc_1_46_509538672. 1 og
/boston/arc_dest/arc_1_ 47 509538672. 1 og

3. Use an operating system-specific command to delete the archived redo log files
listed by the query.

9.1.4 Modifying a Logical Standby Database

You can override the database guard to allow changes to the logical standby
database by executing the ALTER SESSI ON DI SABLE GUARD statement.
Privileged users can issue this statement to turn the database guard off for the
current session.

The following sections provide some examples. The discussions in these sections
assume that the database guard is set to ALL or STANDBY.

9.1.4.1 Performing DDL on a Logical Standby Database

This section describes how to add an index to a table maintained through SQL
Apply.

By default, only accounts with SYS privileges can modify the database while the
database guard is set to ALL or STANDBY. If you are logged in as SYSTEMor another

privileged account, you will not be able to issue DDL statements on the logical
standby database without first bypassing the database guard for the session.

The following example shows how to stop SQL Apply, bypass the database guard,
execute SQL statements on the logical standby database, and then reenable the
guard:

SQL> ALTER DATABASE STOP LOG CAL STANDBY APPLY;
Dat abase al tered.

SQ.> ALTER SESSI ON DI SABLE GUARD;
PL/ SQL procedure successfully conpl eted.

SQL> ALTER TABLE SCOTT. EMP ADD CONSTRAINT EMPI D UNI QUE (EMPNO) ;
Tabl e al tered.
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SQ.> ALTER SESSI ON ENABLE GUARD;
PL/ SQL procedure successfully conpl eted.

SQL> ALTER DATABASE START LOG CAL STANDBY APPLY;
Dat abase al tered.

This sample procedure could be used to execute other DDL statements. Oracle
recommends that you do not perform DML operations while the database guard
bypass is enabled. This will introduce deviations between the primary and standby
databases that will make it impossible for the logical standby database to be
maintained. It is unlikely that you will be able to modify rows in a table in such a
way that the logical standby database can incrementally maintain the rows.

9.1.4.2 Modifying Tables That Are Not Maintained by SQL Apply

Sometimes, a reporting application must collect summary results and store them
temporarily or track the number of times a report was run. Although the main
purpose of an application is to perform reporting activities, the application might
need to issue DML (insert, update, and delete) operations on a logical standby
database. It might even need to create or drop tables.

You can set up the database guard to allow reporting operations to modify data as
long as the data is not being maintained through SQL Apply. To do this, you must:

« Specify the set of tables on the logical standby database to which an application
can write data by executing the DBM5_LOGSTDBY. SKI P procedure. Skipped
tables are not maintained through SQL Apply.

« Set the database guard to protect only standby tables.

In the following example, it is assumed that the tables to which the report is writing
are also on the primary database.

The example stops SQL Apply, skips the tables, and then restarts SQL Apply so that
changes can be applied to the logical standby database. The reporting application
will be able to write to MYTABLES%in MYSCHEMA. They will no longer be
maintained through SQL Apply.

SQL> ALTER DATABASE STOP LOG CAL STANDBY APPLY;
Dat abase al t ered.

SQL> EXECUTE DBMS_LOGSTDBY. SKI P(* SCHEMA DDL', ' MYSCHEMA' , ' MYTABLES% ) ;
PL/ SQL procedure successfully conpl eted.

SQL.> EXECUTE DBMS_LOGSTDBY. SKI P(' DML', ' MYSCHEMA' |, ' MYTABLES% ) ;
PL/ SQL procedure successfully conpl et ed.
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SQL> ALTER DATABASE START LOG CAL STANDBY APPLY;
Dat abase al tered.

The example then queries the DBA LOGSTDBY_PARANMETERS view to verify the
logical standby database is updated. Verification can take a while so you might
need to repeat the query until no rows are returned, as shown in the following
example:

SQL> SELECT VALUE FROM DBA_LOGSTDBY_PARAMETERS WHERE NAME = ' GUARD_STANDBY' ;
VALUE

Finally, the example sets the database guard to allow updates to the tables.

SQL> ALTER DATABASE GUARD STANDBY;
Dat abase al tered.

9.1.5 How Triggers and Constraints Are Handled on a Logical Standby Database

You do not need to take any action to enable or handle triggers and constraints on
logical standby databases. Triggers and constraints are enabled on the standby
database but they are not executed. The following describes how triggers and
constraints are handled on a logical standby database:

For triggers and constraints on tables maintained by SQL Apply:

« Constraints — Check constraints are evaluated on the primary database and do
not need to be re-evaluated on the logical standby database.

« Triggers — The effects of the triggers executed on the primary database are
logged and applied on the standby database.

For triggers and constraints on tables not maintained by SQL Apply:
« Constraints are evaluated.

« Triggers are fired.

9.1.6 Skipping SQL Statements on a Logical Standby Database

If only a subset of activity on a primary database is of interest on the standby
database, use the DBM5_LOGSTDBY. SKI P procedure to define filters that prevent
SQL Apply from issuing the SQL statements on the logical standby database. (See

Managing a Logical Standby Database 9-7



Configuring and Managing a Logical Standby Database

Section 4.1.1.1 for information about SQL statements that are skipped
automatically.)

Tables continue applying SQL statements after filtering out unsupported datatypes
or statements automatically. However, you must use the DBMS_LOGSTDBY. SKI P
procedure to skip tables that you do not want to apply to the logical standby
database. The following list shows typical examples of the types of SQL statements
that can be filtered or skipped so that they are not applied on the logical standby
database:

« DML or DDL changes for tables

« CREATE, ALTER or DROP | NDEX DDL statements

« CREATE, ALTER, DRCP, or TRUNCATE TABLE statements
« CREATE, ALTER, or DROP TABLESPACE statements

« CREATE or DROP VI EWstatements

Example 9-1 demonstrates how to skip all SQL statements that reference the EMP
table in a logical standby database.

Example 9-1 Skipping a Table in a Logical Standby Database

SQL> ALTER DATABASE STOP LOG CAL STANDBY APPLY;

SQL> EXECUTE DBMS_LOGSTDBY. SKI P(' SCHEMA DDL', 'SCOTT', 'EMP', NULL);
SQL> EXECUTE DBMS_LOGSTDBY. SKIP(' DML', ' SCOTT', 'EMP, NULL);

SQL> ALTER DATABASE START LOG CAL STANDBY APPLY;

In addition to skipping DML and DDL statements for schema and non-schema
operations, you can also skip specific DML and DDL operations as well.

Example 9-2 shows how to skip ALTER TABLESPACE and CREATE TABLESPACE
for non-schema DDL operations.

Example 9-2 Skipping ALTER or CREATE TABLESPACE Statements

SQL> EXEC DBMS_LOGSTDBY. SKI P(' CREATE TABLESPACE', NULL, NULL, NULL);
SQL> EXEC DBM5_LOGSTDBY. SKI P(" ALTER TABLESPACE', NULL, NULL, NULL);

SQL> COLUWN ERROR FORMAT ab;
SQL> COLUWN STATEMENT_OPT FORMAT a20;
SQL> COLUW OMNER FORMAT all
SQL> COLUWN NAME FORMAT alb;
SQL> COLUWN PROC FORMAT a20;
SQL> SELECT * FROM DBA_LOGSTDBY_SKI P;
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ERROR STATEMENT_OPT OMER NAVE PROC

N CREATE TABLESPACE
N ALTER TABLESPACE

9.1.7 Adding or Re-creating Tables on a Logical Standby Database

Typically, you use table instantiation to re-create a table after an unrecoverable
operation. You can also use the procedure to enable SQL Apply on a table that was
formerly skipped.

Before you can create a table, it must meet the requirements described in
Section 4.1.2 and Section 4.2.2.1 that explain:

« How to ensure table rows in the primary database can be uniquely identified

« How to determine if the primary database contains datatypes or tables that are
not supported by a logical standby database

The following list and Example 9-3 show how to re-create a table and resume SQL
Apply on that table:

1. Stop SQL Apply.
2. Ensure no operations are being skipped for that table by querying the DBA _
LOGSTDBY_SKI P view.

If any operations are being skipped for that table, resume application of each
operation that is currently being skipped by using the DBVS_

LOGSTDBY. UNSKI P procedure. If multiple filters were created on the table, you
will need to execute the procedure multiple times.

3. Re-create the table in the logical standby database using the DBVS
LOGSTDBY. | NSTANTI ATE_TABLE procedure. In addition to creating a table,
this procedure also imports the data from the primary table using a database
link.

4. Resume SQL Apply.

Before accessing data in the newly added table, archive the current online redo log
file on the primary database and ensure the archived redo log file is applied to the
logical standby database.

Example 9-3 demonstrates how to add the EMP table to a logical standby database.
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Example 9-3 Adding a Table to a Logical Standby Database

SQL> ALTER DATABASE STOP LOGI CAL STANDBY APPLY;
SQL> SELECT * FROM DBA_LOGSTDBY_SKI P;

ERROR STATEMENT_OPT OMER NAMVE PROC
N SCHEMA_DDL SCOTT EMP
N DML SCOTT EMP

SQL> EXECUTE DBMS_LOGSTDBY. UNSKI P(' DM.", ' SCOTT', ' EMP' ) ;

SQL> EXECUTE DBMS_LOGSTDBY. UNSKI P(" SCHEMA DDL', ' SCOTT', ' EMP' ) ;

SQL> EXECUTE DBMS_LOGSTDBY. | NSTANTI ATE_TABLE(' SCOTT', ' EMP', ' DBLINK' ) ;
SQL> ALTER DATABASE START LOG CAL STANDBY APPLY;

Log on to the primary database and issue the following statements:

SQL> ALTER SYSTEM ARCH VE LOG CURRENT;
SQL> SELECT FI RST_CHANGE# FROM V$LOG WHERE STATUS = ' CURRENT" ;

When the value returned by the DBA LOGSTDBY_ PROGRESS. APPLI ED_SCN
procedure is equal to (FI RST_CHANGE# - 1) or less than the value selected from the
query of the V$LOGview, the database is consistent and you can safely run reports
again.

9.1.8 Viewing and Controlling Logical Standby Events

When you query the DBA LOGSTDBY_EVENTS view, it displays a table of events
that records activity about SQL Apply. In particular, DDL execution or anything
that generates an error is recorded in the events table. You can control what and
how much activity is recorded in the events table. By default, 100 records are stored
in this table, but you can increase it. For example:

SQL> DBMVS_LOGSTDBY. APPLY SET(' MAX_EVENTS_RECORDED , 200);

Additionally, you can indicate what type of events you want recorded. By default,
everything is recorded in the table. However, you can set the RECORD _SKI P_DDL,
RECORD_SKI P_ERRCRS, and RECORD_APPLI ED _DDL parameters to FALSE to
avoid recording these events.

Errors that cause SQL Apply to stop are always recorded in the events table (unless
there is insufficient space in the system tablespace). These events are always put
into the ALERT. LOGfile as well, with the keyword 'LOGSTDBY" included in the text.
When querying the view, select the columns in order by EVENT_TI ME, COWM T_

9-10 Oracle Data Guard Concepts and Administration



Configuring and Managing a Logical Standby Database

SCN, and CURRENT _SCN. This ordering ensures a shutdown failure appears last in
the view.

9.1.9 Understanding and Viewing SQL Apply Activity

SQL Apply uses a collection of parallel execution servers and background processes
that apply changes from the primary database to the logical standby database.
Figure 9-1 shows the flow of information and the role that each process performs.

Figure 9-1 SQL Apply Processing

Redo Data
from
Primary
Database

Redo Shared Pool

- ) Incomplete Complete
ecoras Transactions ; Transactions
Reader » | Preparer > LCR Builder Analyzer
Process Processes tgs Process Process

’ Reads

. Transactions

Log Mining
Applier > |Coordinator
Apply Processes | H« Process
Processing

U

Datafiles

In Figure 9-1:

« The READER process reads redo records from the archived redo log files.

« The PREPARER processes do the heavy computing required to convert the block

changes into table changes, or logical change records (LCR). At this point, the
LCRs do not represent any specific transactions.

« The BUI LDER process assembles completed transactions from the individual
LCRs.
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« The ANALYZER process examines the records, possibly eliminating transactions
and identifying dependencies between the different transactions.

«  The COORDI NATOR process (LSP):
— Assigns transactions
— Monitors dependencies between transactions and coordinates scheduling
— Authorizes the commitment of changes to the logical standby database
« The APPLI ER processes:
— Applies the LCRs to the database

— Asks the COORDI NATOR process to approve transactions with unresolved
dependencies

— Commits the transactions

You can query the VSLOGSTDBY view to see what each process is currently doing;
the TYPE column describes the task being performed. When querying the
V$LOGSTDBY view, pay special attention to the H GH_SCN column. This is an
activity indicator. As long as it is changing each time you query the V$LOGSTDBY
view, progress is being made. The STATUS column gives a text description of the
current activity. For example:

SQ.> COLUWN NAME FCRVAT A30

SQ.> COLUWN VALUE FORMAT A30

SQL> SELECT NAME, VALUE FROM V$LOGSTDBY_STATS WHERE NAME = 'coordi nator state';
NAME VALUE

coordinator state APPLYI NG

SQL> COLUWN STATUS FORVAT A50
SQL> COLUWN TYPE FORVAT Al2
SQL> SELECT TYPE, H GH SCN, STATUS FROM V$LOGSTDBY;

TYPE H GH_SCN STATUS

COCRDI NATOR ORA- 16117: processi ng

READER ORA-16127: stalled waiting for additional transactions
to be applied

BUI LDER 191896 ORA-16116: no work avail abl e

PREPARER 191902 ORA-16117: processing

ANALYZER 191820 ORA-16120: dependenci es being conmputed for transaction

at SCN 0x0000. 0002ed4e
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APPLI ER 191209 ORA-16124: transaction 1 16 1598 is waiting on another
transaction

Another place to get information about current activity is the VSLOGSTDBY_STATS
view, which provides state and status information. All of the options for the DBMS _
LOGSTDBY. APPLY_SET procedure have default values, and those values (default
or set) can be seen in the VELOGSTDBY_STATS view. In addition, a count of the
number of transactions applied or transactions ready will tell you if transactions are
being applied as fast as they are being read. Other statistics include information on
all parts of the system. For example:

SQ.> COLUWN NAME FCRVAT A35
SQ.> COLUWN VALUE FORMAT A35
SQL> SELECT NAME, VALUE FROM VSLOGSTDBY_STATS
2> \WHERE NAME LI KE 'coordinator% or NAME LIKE 'transactions% ;

NAME VALUE
coordinator state APPLYI NG
transactions ready 7821
transactions applied 7802
coordinator uptine 73

This query shows how long SQL Apply has been running and how many
transactions have been applied in that time. It also shows how many transactions
are available to be applied.

9.1.10 Enabling Real-Time Apply

By default, Data Guard waits for the full archived redo log file to arrive on the
standby database before recovering it to the standby database. However, if you
have configured a standby redo log on the standby database, you can optionally
enable real-time apply, which recovers redo data from the standby redo log files as
they are being filled up by the remote file server (RFS) process. With real-time apply
enabled, SQL Apply recovers redo data from standby redo log files at the same time
the log files are being written to, as opposed to when a log switch occurs.
Immediately applying standby redo log files in this manner keeps the logical
standby database closely caught up with the primary database, without requiring
the standby redo log files to be archived at the standby site. This can result in
quicker switchovers and failovers.
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To start real-time apply on the logical standby database, issue the following
statement:

SQL> ALTER DATABASE START LOG CAL STANDBY APPLY | MVEDI ATE;

9.1.11 Determining How Much Redo Data Was Applied

Transaction data in the redo stream can span multiple redo log files. For this reason,
logical standby databases use an SCN range of redo data, rather than individual
archived redo log files to report the progress of SQL Apply.

The DBA _LOGSTDBY_PROGRESS view displays APPLI ED_SCN, NEWEST _SCN, and
READ_SCNinformation. The APPLI ED_SCN indicates that committed transactions
less than or equal to that SCN were applied. The NEWEST_SCN is the maximum
SCN to which data could be applied if no more redo data is received. This is usually
the MAX( NEXT_CHANGE#) - 1 from DBA_LOGSTDBY_LOGwhen there are no gaps
in the list.

Archived redo log files with a NEXT _CHANGE# value that is less than the READ _SCN
value are no longer needed. The information in those log files was applied or
persistently stored in the database. The time values associated with these SCN
values are only estimates based on log times. They are not meant to be accurate
times of when those SCN values were written on the primary database.

To see which archived redo log files were applied or were not applied, issue the
following query:

SQ> ALTER SESSI ON SET NLS_DATE FORMAT = 'DD MON-YY HH24: M :SS';
Session al tered.

SQL> SELECT SEQUENCE#, FIRST_TI M, APPLIED
2 FROM DBA_LOGSTDBY_LOG
3 ORDER BY SEQUENCE#;

SEQUENCE# FI RST_TI ME APPLI ED
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33 23-JUL-02 18:32:11 YES

34 23-JUL-02 18:32:19 CURRENT
35 23-JUL-02 19:13:20 CURRENT
36 23-JUL-02 19:13:43 CURRENT
37 23-JUL-02 19:13:46 CURRENT
38 23-JUL-02 19:13:50 CURRENT
39 23-JUL-02 19:13:54 CURRENT
40 23-JUL-02 19:14: 01 CURRENT
41 23-JUL-02 19:15:11 NO

42 23-JUL-02 19:15:54 NO

19 rows sel ected.

9.1.12 Recovering from Errors

Logical standby databases maintain user tables, sequences, and jobs. To maintain
other objects, you must reissue the DDL statements seen in the redo data stream.
Tables in the SYS schema are never maintained, because only Oracle metadata is
maintained in the SYS schema.

If SQL Apply fails, an error is recorded in the DBA LOGSTDBY_EVENTS table. The
following sections demonstrate how to recover from two such errors.

9.1.12.1 DDL Transactions Containing File Specifications

DDL statements are executed the same way on the primary database and the logical
standby database. If the underlying file structure is the same on both databases, the
DDL will execute on the standby database as expected. However, if the structure of
the file system on the standby system differs from the file system on the primary
system, it is likely that an error might result because the DB_FI LE_NAME_CONVERT
will not convert the filenames of one or more sets of datafiles on the primary
database to filenames on the standby database for a logical standby database.

If an error was caused by a DDL transaction that contained a file specification that
does not match in the logical standby database environment, perform the following
steps to fix the problem:

1. Usethe ALTER SESSI ON DI SABLE GUARD statement to bypass the database
guard so you can make modifications to the logical standby database:

SQL> ALTER SESSI ON DI SABLE GUARD,

2. Execute the DDL statement, using the correct file specification, and then
reenable the database guard. For example:
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SQL> ALTER TABLESPACE t _tabl e ADD DATAFI LE 'dbs/t_db.f" SIZE 100M REUSE;
SQ> ALTER SESSI ON ENABLE GUARD,
3. Start SQL Apply on the logical standby database and skip the failed transaction.
SQL> ALTER DATABASE START LOG CAL STANDBY APPLY
2> SKI P FAI LED TRANSACTI ON,

In some situations, the problem that caused the transaction to fail can be corrected
and SQL Apply restarted without skipping the transaction. An example of this
might be when available space is exhausted. (Do not let the primary and logical
standby databases diverge when skipping transactions. If possible, you should
manually execute a compensating transaction in place of the skipped transaction.)

The following example shows SQL Apply stopping, the error being corrected, and
then restarting SQL Apply:

SQL> SET LONG 1000
SQL> ALTER SESSION SET NLS DATE FORMAT = 'DD- MON-YY HH24: M : SS';

Session al tered.
SQ> SELECT EVENT_TI ME, COW T_SCN, EVENT, STATUS FROM DBA LOGSTDBY_EVENTS,

EVENT_TI ME COMM T_SCN

22-OCT-03 15:47:58

ORA-16111: log mining and apply setting up

22- OCT-03 15:48:04 209627
insert into "SCOrT"."EMP"
val ues
"EMPNO' = 7900,
"ENAME" = ' ADAMS',
"JOB" = 'CLERK,
"MER' 1S NULL,
"H REDATE' = TO DATE(' 22-QCT-03', 'DD-MONRR),
"SAL" = 950,
"COW' |'S NULL,

"DEPTNO' IS NULL
ORA-01653: unable to extend table SCOIT. EMP by %l in tabl espace
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In the example, the ORA- 01653 message indicates that the tablespace was full and
unable to extend itself. To correct the problem, add a new datafile to the tablespace.
For example:

SQL> ALTER TABLESPACE t _tabl e ADD DATAFILE 'dbs/t_db.f"' SIZE 60M
Tabl espace al tered.

Then, restart SQL Apply:

SQL> ALTER DATABASE START LOG CAL STANDBY APPLY;
Dat abase al t ered.

When SQL Apply restarts, the transaction that failed will be re-executed and
applied to the logical standby database.

9.1.12.2 Recovering from DML Failures

Do not use the SKI P_TRANSACTI ON procedure to filter DML failures. Not only is
the DML that is seen in the events table skipped, but so is all the DML associated
with the transaction. Thus, multiple tables might be damaged by such an action.

DML failures usually indicate a problem with a specific table. For example, assume
the failure is an out-of-storage error that you cannot resolve immediately. The
following steps demonstrate one way to respond to this problem.

1. Bypass the table, but not the transaction, by adding the table to the skip list:

SQL> EXECUTE DBMS_LOGSTDBY. SKIP(' DM.', " SCOTT' , ' EMP' );
SQL> ALTER DATABASE START LOG CAL STANDBY APPLY;

From this point on, DML activity for the SCOTT. EMP table will not be applied.
After you correct the storage problem, you can fix the table, provided you set
up a database link to the primary database that has administrator privileges to
run procedures in the DBM5_LOGSTDBY package.

2. Using the database link to the primary database, drop the local SCOTT. EMP
table and then re-create it, and pull the data over to the standby database.

SQL> ALTER DATABASE STOP LOG CAL STANDBY APPLY;
SQL> EXECUTE DBMS_LOGSTDBY. | NSTANTI ATE_TABLE(' SCOTT' ,' EMP' , ' PRI MARYDB' ) ;
SQL> ALTER DATABASE START LOG CAL STANDBY APPLY;

3. Because the SCOTT. EVP table will contain records as of when the
| NSTANTI ATE_TABLE procedure was performed (in Step 2), it is possible for
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the SCOTT. EMP table to contain records for a department not in the
SCOTT. DEPT table.

9.1.13 Refreshing Materialized Views

Materialized views refreshed on the primary database are not automatically
refreshed separately on a logical standby database. To refresh materialized views on
a logical standby database, use the ALTER SESSI ON DI SABLE GUARD and
ENABL E GUARD statements. For example:

SQL> ALTER SESSI ON DI SABLE GUARD,
SQL> EXECUTE DBMS_MWI EWREFRESH ( 'BWIEW, 'F', "', TRUE FALSE, 0, 0, 0, FALSE);
SQL> ALTER SESSI ON ENABLE GUARD;

See PL/SQL Packages and Types Reference for more information about the DBMS_
LOGSTDBY package.

If you are using the DBM5_LOGSTDBY. APPLY_SET procedure but you are not using
the FULL option (the default) for the TRANSACTI ON_CONSI STENCY parameter, you
should stop SQL Apply before refreshing materialized views on the logical standby
database.

9.2 Upgrading the Oracle Database Software Version

Using a logical standby database, you can upgrade Oracle database software and
patch sets with almost no downtime. This section provides a conceptual overview
of the upgrade process. For complete database upgrade information, see the
ReadMe file for the applicable Oracle Database 10g patchset release.

Note: If you cannot use a logical standby database because of the
datatypes in your application, then perform the upgrade as
documented in Oracle Database Upgrade Guide.

Figure 9-2 shows a the Data Guard configuration before the upgrade begins, with
the primary and logical standby databases both running the same Oracle software
version.
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Figure 9-2 Data Guard Configuration Before Upgrade
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During the upgrade process:

« The Data Guard configuration operates with mixed database versions at several
times so that the upgrade can be validated. The steps in this section indicate
where you can end the upgrade and downgrade the software without data loss.

« During these steps, consider having a second standby database in the Data
Guard configuration to provide additional data protection.

Step 1 Stop SQL Apply and upgrade the logical standby database.
To begin the upgrade, stop SQL Apply and upgrade the Oracle database software
on the logical standby database to version n+1.

For more information about upgrading the Oracle database software version, see
the ReadMe file for the applicable Oracle Database 10g patchset release

Figure 9-3 shows the primary database running version n, and the logical standby
database running version n+1. During the upgrade, redo data accumulates on the
primary system.
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Figure 9-3 Upgrade the Logical Standby Database Version
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Step 2 Restart SQL Apply.

Restart SQL Apply and operate with version n on the primary database and version
n+1 on the standby database. The Data Guard configuration can run the mixed
versions shown in Figure 9—4 for an arbitrary period while you verify the upgraded
Oracle software version is running properly in the production environment.

The redo data that was accumulating on the primary system is automatically
transmitted and applied on the newly upgraded logical standby database.
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Figure 9-4 Running Mixed Versions
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Step 3 Perform a switchover.

When you are satisfied that the upgraded software is operating properly, you can
reverse the database roles by performing a switchover (see Section 7.3.1). This may
take only a few seconds. Activate the user applications and services on the new
primary database. If application service levels degrade for some reason, then you
can open the previous primary database again, switch users back, and quit the
previous steps.

After the switchover, you cannot send redo data from the new primary database (B)
that is running the new database software version to the new standby database (A)
that is running an older software version. This means that:

« Redo data is accumulating on the new primary database.
« The new primary database is unprotected at this time.

Figure 9-5 shows the former standby database (version n+1) is now the primary
database, and the former primary database (version n) is now the standby database.
The users are connected to the new primary database.
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Figure 9-5 After a Switchover

]

Database |:l
Version n+1 %
Database

A (Standby) B (Primary) Clients

Database
Version n

Step 4 Upgrade the new logical standby database.
Upgrade the new logical standby database.

For more information about upgrading the Oracle database software version, see
the ReadMe file for the applicable Oracle Database 10g patchset release. Figure 9-6
shows the system after both databases were upgraded to version n+1.

Figure 9-6 Both Databases Upgraded
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Step 5 Start SQL Apply.

When you start SQL Apply, the redo that was accumulating on the primary
database is sent to the logical standby database. The primary database is protected
against data loss once the redo data is available on the standby database.

Step 6 Raise the compatibility level on both databases.

Raise the compatibility level of both databases by setting the COVPATI BLE
initialization parameter. Set the COVPATI BLE parameter on the standby database
before you set it on the primary database. See Chapter 11 for more information
about the COVPATI BLE initialization parameter.

Step 7 Optionally, perform another switchover.

Optionally, perform a another switchover of the databases so the original primary
database is once again running in the production database role (as shown in
Figure 9-2).

9.3 Recovering Through the OPEN RESETLOGS Statement

Data Guard allows recovery on a logical standby database to continue after the
primary database was opened with the RESETLOGS option. When an ALTER
DATABASE OPEN RESETLOGS statement is issued on the primary database, the
incarnation of the database changes, creating a new branch of redo data.

When a logical standby database receives a new branch of redo data, SQL Apply
stops and the logical standby process (LSP) on the standby database terminates. For
logical standby databases, no manual intervention is required if the standby
database did not apply redo data past the new resetlogs SCN (past the start of the
new branch of redo data). The following table describes how to resynchronize the
standby database with the primary database branch:

If the standby database. . . Then. . . Perform these steps. . .

Has not applied redo data past the No manual intervention is Restart SQL Apply to continue applying

new resetlogs SCN (past the start  necessary. SQL Apply will redo data. The LSP automatically

of the new branch of redo data) automatically take the new  resynchronizes the standby database with
branch of redo data. the new branch of redo data.

Managing a Logical Standby Database 9-23



Tuning Logical Standby Databases

If the standby database. . . Then. . . Perform these steps. . .
Has applied redo data past the The standby database is 1. Follow the procedure in Section 10.4.2 to
new resetlogs SCN (past the start  recovered in the future of the flash back a logical standby database.
of the new branch of redo data) new branch of redo data. 2. Restart SQL Apply to continue
and Flashback Database is enabled : T
application of redo onto the new reset

on the standby database logs branch.

The LSP automatically resynchronizes the

standby database with the new branch.
Has applied redo data past the The primary database has Re-create the logical standby database
new resetlogs SCN (past the start  diverged from the standby  following the procedures in Chapter 4.
of the new branch of redo data) on the indicated primary
and Flashback Database is not database branch.

enabled on the standby database

Is missing intervening archived The LSP cannot continue Locate and register missing archived redo
redo log files from the new branch until the missing log files are log files from each branch.
of redo data retrieved.

Is missing archived redo log files ~ The LSP cannot continue Locate and register missing archived redo
from the end of the previous until the missing log files are log files from the previous branch.
branch of redo data retrieved.

See Oracle Database Backup and Recovery Advanced User's Guide for more information
about database incarnations, recovering through an OPEN RESETL OGS operation,
and Flashback Database.

9.4 Tuning Logical Standby Databases

The following sections describe actions you can take to increase system
performance.

9.4.1 Create a Primary Key RELY Constraint

On the primary database, if a table does not have a primary key or a unique index,
and you know the rows are indeed unique because you have ensured this some
other way, then create a primary key RELY constraint. On the logical standby
database, create an index on the columns that make up the primary key. The
following query generates a list of tables with no index information that can be used
by a logical standby database to apply to uniquely identify rows. By creating an
index on the following tables, performance can be improved significantly.

SQL> SELECT OMNER, TABLE_NAME FROM DBA_TABLES
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2> WHERE OMNER NOT | N(' SYS', ' SYSTEM , ' QUTLN , ' DBSNWP' )

3> M NUS

3> SELECT DI STINCT TABLE_OWNER, TABLE_NAME FROM DBA_| NDEXES
4> \WWHERE | NDEX_TYPE NOT LI KE (' FUNCTI ON- BASED% )

5> M NUS

6> SELECT OMER, TABLE _NAME FROM DBA LOGSTDBY_UNSUPPCRTED;

The following example shows the creation of an index for the EMP table. This should
be done for all the tables returned by the previous query:

SQL> ALTER SESSI ON DI SABLE GUARD;
SQL> CREATE | NDEX EMPI ON EMP (EMPNO);
SQL> ALTER SESSI ON ENABLE GUARD;

See Section 4.1.2 and Oracle Database SQL Reference for more information about
RELY constraints.

9.4.2 Gather Statistics for the Cost-Based Optimizer

Statistics should be gathered on the standby database because the cost-based
optimizer (CBO) uses them to determine the optimal query execution path. New
statistics should be gathered after the data or structure of a schema object is
modified in ways that make the previous statistics inaccurate. For example, after
inserting or deleting a significant number of rows into a table, collect new statistics
on the number of rows.

Statistics should be gathered on the standby database because DML and DDL
operations on the primary database are executed as a function of the workload.
While the standby database is logically equivalent to the primary database, SQL
Apply might execute the workload in a different way. This is why using the stats
pack on the logical standby database and the V$SYSSTAT view can be useful in
determining which tables are consuming the most resources and table scans.

9.4.3 Adjust the Transaction Consistency

Use the TRANSACTI ON_CONSI STENCY parameter of the DBMS_LOGSTDBY. APPLY _
SET procedure to control how transactions are applied to the logical standby
database. The default setting is FULL, which applies transactions to the logical
standby database in the same order in which they were committed on the primary
database.

Regardless of the consistency level chosen, the data in the logical standby database
will be transactionally consistent with the primary database when SQL Apply is
stopped normally.
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Specify one of the following values:

FULL (the default)

Transactions are applied to the logical standby database in the exact order in
which they were committed on the primary database. This option results in the
lowest performance, but it is recommended when the logical standby database
is used for generic reporting applications.

READ_ONLY

Transactions are committed out of order, but SQL SELECT statements executed
on the standby database always return consistent results based on the last
consistent SCN known to SQL Apply.

The READ_ONLY option provides better performance than the FULL option, and
SQL SELECT statements return read-consistent results. This is particularly
beneficial when you are using the logical standby database to generate reports.
The READ_ONLY option is recommended when the logical standby database is
used for read-only reporting.

Note: The READ_ONLY option should be used only when ALTER
DATABASE GUARD ALL is set.

NONE

Transactions are applied out of order from how they were committed on the
primary database. This results in the best performance of the three values. The
NONE option is useful when the logical standby database is in catch-up mode
after temporary loss of network connectivity or anytime there a number of logs
to apply. This option also works well as long as applications that are reading the
logical standby database make no assumptions about transaction order. For
example;

— On the primary database, one transaction adds a new customer, and a
second transaction adds a new order for that customer.

— On the standby database, those transactions may be reversed. The order for
the new customer might be added first. If you then run a reporting
application on the standby database that expects to find a customer for the
new order, the reporting application might fail because constraints are not
checked and triggers are not fired.
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For example, the timeline in Figure 9-7 shows Transaction 2 starts a transaction
around the time when Transaction 1 ends, and Transaction 2 commits soon after
Transaction 1 commits. If TRANSACTI ON_CONSI STENCY is set to:

« FULL—SQL Apply guarantees Transaction 1 commits before Transaction 2
« READ ONLY—SQL Apply guarantees either:

— Transaction 1 will commit before Transaction 2.

— Transaction 1 and Transaction 2 will commit at the same time.

«  NONE—SQL Apply does not guarantee order; it is possible that Transaction 2
will commit before Transaction 1.

Figure 9-7 Example of Transaction Consistency with SQL Apply

Transaction 1 Transaction 1
Start End

v v
| > Time
A A

Transaction 2 Transaction 2
Start End

If you plan to use the logical standby database:
« For reporting or decision support, use the FULL or READ_ONLY value:
— Choose READ_ONLY if the logical standby database has only one instance

— Choose FULL if the logical standby database has multiple instances (Real
Application Clusters)

« For disaster recovery or when SQL Apply needs to catch up, use NONE.

See PL/SQL Packages and Types Reference for more information about the DBVS_
LOGSTDBY. APPLY_SET procedure.

9.4.4 Adjust the Maximum Number of Parallel Execution Processes

SQL Apply uses parallel execution processes to perform processing and parallel
apply algorithms to maintain a good SQL Apply performance level. You can adjust
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the maximum number of parallel execution processes for an instance by setting the
PARALLEL MAX SERVERS initialization parameter. The default value for this
parameter is derived from the values of the CPU_COUNT, PARALLEL _AUTOVATI C_
TUNI NG and PARALLEL _ADAPTI VE_MJLTI _USER initialization parameters. This
parameter must not be set to a value less than 5 on a logical standby database.
However, for best results, set PARALLEL MAX_ SERVERS to a minimum of 9.

You can use the MAX_SERVERS parameter of the DBVMS_LOGSTDBY. APPLY_SET
procedure to limit the number of parallel servers used by SQL Apply. The default
value of this parameter is set to 9. If you set this parameter explicitly, do not set it to
a value less than 5, or greater than the value of the PARALLEL _MAX_ SERVERS
initialization parameter.

Increasing the number of parallel execution processes for an instance can speed up
execution operations, but this improvement must be balanced against the
consumption of additional system resources by the processes.

9.4.5 Control Memory Usage on the Logical Standby Database

You can use the MAX_SGA parameter of the DBMS_LOGSTDBY. APPLY_SET
procedure to set the maximum amount of shared pool space used by SQL Apply for
redo cache. By default, SQL Apply will use up to one quarter of the shared pool.
Generally speaking, increasing the size of the shared pool or the amount of shared
pool space used by SQL Apply will improve the performance of a logical standby
database. See PL/SQL Packages and Types Reference for more information about the
DBVS _LOGSTDBY. APPLY_SET procedure.
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Data Guard Scenarios

This chapter provides a collection scenarios you might encounter while
administering your Data Guard configuration. Each scenario can be adapted to your
specific environment. Table 10-1 lists the scenarios presented in this chapter.

Table 10-1

Data Guard Scenarios

Reference

Scenario

Section 10.1

Setting Up and Verifying Archival Destinations

Section 10.2

Choosing the Best Available Standby Database for a Role Transition

Section 10.3

Using Flashback Database After a Failover

Section 10.4

Using Flashback Database After Issuing an Open Resetlogs Statement

Section 10.5

Using a Physical Standby Database with a Time Lag

Section 10.6

Recovering from a Network Failure

Section 10.7

Recovering After the NOLOGGING Clause Is Specified

Section 10.8

Resolving Archive Gaps Manually

Section 10.9

Creating a Standby Database That Uses OMF or ASM

10.1 Setting Up and Verifying Archival Destinations

The following sections set up the LOG_ARCHI VE_DEST _n initialization parameter
and other related parameters to enable and disable role-specific archiving:

« Configuring a Primary Database and a Physical Standby Database

« Configuring a Primary Database and a Logical Standby Database

« Configuring Both Physical and Logical Standby Databases
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« \Verifying the Current VALID_FOR Attribute Settings for Each Destination

10.1.1 Configuring a Primary Database and a Physical Standby Database

Figure 10-1 shows the chi cago primary database, the bost on physical standby
database, and the initialization parameters for each system.

Figure 10-1 Primary and Physical Standby Databases Before a Role Transition
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DB_UNI QUE_NAME=chi cago
LOG_ARCHI VE_CONFI G=
' DG_CONFI G=( chi cago, boston)"'
LOG_ARCHI VE_DEST_1=
' LOCATI ON=/ ar chl/ chi cago/
VALI D_FOR=( ALL_LOGFI LES, ALL_ROLES)
DB_UNI QUE_NAME=chi cago'
LOG_ARCHI VE_DEST_2=
' SERVI CE=bost on
VALI D_FOR=( ONLI NE_LOGFI LES, PRI MARY_ROLE)
DB_UNI QUE_NAME=bost on'
LOG_ARCHI VE_DEST_STATE_1=ENABLE
LOG_ARCHI VE_DEST_STATE_2=ENABLE
STANDBY_ARCHI VE_DEST=/ ar ch1/ chi cago/
REMOTE_LOG N_PASSWORDFI LE=EXCLUSI VE

DB_UNI QUE_NAME=bost on
LOG_ARCHI VE_CONFI G=
' DG_CONFI G=( chi cago, boston)'
LOG_ARCHI VE_DEST_1=
' LOCATI ON=/ ar ch1/ bost on/
VALI D_FOR=( ALL_LOGFI LES, ALL_ROLES)
DB_UNI QUE_NAME=bost on'
LOG_ARCHI VE_DEST_2=
' SERVI CE=chi cago
VALI D_FOR=( ONLI NE_LOGFI LES, PRI MARY_ROLE)
DB_UNI QUE_NAME=chi cago’
LOG_ARCHI VE_DEST_STATE_1=ENABLE
LOG_ARCHI VE_DEST_STATE_2=ENABLE
STANDBY_ARCHI VE_DEST=/ ar ch1/ bost on/
REMOTE_LOG N_PASSWORDFI LE=EXCLUSI VE

The following table describes the archival processing shown in Figure 10-1:
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Chicago Database (Primary Role) Boston Database (Physical Standby Role)
LOG_ARCHI VE_DEST_1 Directs archiving of redo data to the local Directs archiving of redo data to the local
archived redo log files in/ ar ch1/ chi cago/ . archived redo log files in/ ar chl/ bost on/ .
LOG_ARCHI VE_DEST_2 Directs transmission of the redo data to the Is ignored; valid only when bost on is running
remote physical standby database bost on. in the primary role.
STANDBY_ARCHI VE_DEST Is ignored; valid only when chi cago is Directs archival of redo data to the archived redo
running in the standby role. log files in the local / ar ch1/ bost on/ directory.

Figure 10-2 shows the same configuration after a switchover.

Figure 10-2 Primary and Physical Standby Databases After a Role Transition
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The following table describes the archival processing shown in Figure 10-2:

Chicago Database (Physical Standby Role) Boston Database (Primary Role)
LOG_ARCHI VE_DEST_1 Directs archiving of redo data to the local Directs archiving of redo data to the local

/ archl/ chi cago/ directory. archived redo log filesin/ ar chl/ bost on/ .
LOG_ARCHI VE_DEST_2 Is ignored; valid only when chi cago is running Directs transmission of redo data to the remote

in the primary role. physical standby destination chi cago.

STANDBY_ARCHI VE_DEST Directs archiving of redo data to the archived redo Is ignored; valid only when bost on is
log files in the local / ar ch1/ chi cago/ directory. running in the standby role.

Data Guard Scenarios 10-3



Setting Up and Verifying Archival Destinations

10.1.2 Configuring a Primary Database and a Logical Standby Database

Figure 10-3 shows the chi cago database running in the primary role, the denver
database running in the logical standby role, and the initialization parameters for
each system. Inactive components are grayed out.

Figure 10-3 Configuring Destinations for a Primary Database and a Logical Standby Database
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DB_UNI QUE_NAME=chi cago
LOG ARCHI VE_CONFI G=
' DG_CONFI G=( chi cago, denver)"
LOG ARCHI VE_DEST 1=
' LOCATI ON=/ ar ch1/ chi cago/
VALI D_FOR=( ALL_LOGFI LES, ALL_ROLES)
DB_UNI QUE_NAME=chi cago’
LOG_ARCHI VE_DEST_2=
LOCATI ON=/arch2/chi cago/
VALI D_FOR=( STANDBY_LOGFI LES, STANDBY_ROLE)
DB_UNI QUE_NAME=chi cago'
LOG ARCHI VE_DEST_3=
' SERVI CE=denver
VALI D_FOR=( ONLI NE_LOGFI LES, PRI MARY_ROLE)
DB_UNI QUE_NAME=denver'
LOG_ARCHI VE_DEST_STATE_1=ENABLE
LOG_ARCHI VE_DEST_STATE_2=ENABLE
LOG_ARCHI VE_DEST_STATE_3=ENABLE
STANDBY_ARCHI VE_DEST=/ ar ch2/ chi cago/
REMOTE_LOG N_PASSWORDFI LE=EXCLUSI VE
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DB_UNI QUE_NAME=denver

LOG ARCHI VE_CONFI G=
' DG_CONFI G=( chi cago, denver)"

LOG ARCHI VE_DEST 1=

' LOCATI ON=/ ar ch1/ denver/

VALI D_FOR=( ONLI NE_LOGFI LES, ALL_ROLES)
DB_UNI QUE_NAME=denver'

LOG_ARCHI VE_DEST_2=
LOCATI ON=/arch2/denver /
VALI D_FOR=( STANDBY_LOGFI LES, STANDBY_ROLE)
DB_UNI QUE_NAME=denver'

LOG ARCHI VE_DEST_3=

' SERVI CE=chi cago

VALI D_FOR=( ONLI NE_LOGFI LES, PRI MARY_ROLE)
DB_UNI QUE_NAME=chi cago'

LOG_ARCHI VE_DEST_STATE_1=ENABLE

LOG_ARCHI VE_DEST_STATE_2=ENABLE

LOG_ARCHI VE_DEST_STATE_3=ENABLE

STANDBY_ARCHI VE_DEST=/ ar ch2/ denver

REMOTE_LOG N_PASSWORDFI LE=EXCLUSI VE
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The following table describes the archival processing shown in Figure 10-3:

Chicago Database (Primary Role)

Denver Database (Logical Standby Role)

LOG_ARCHI VE_DEST 1

LOG_ARCHI VE_DEST 2

LOG_ARCHI VE_DEST_3

STANDBY_ARCHI VE_DEST

Directs archiving of redo data generated by the
primary database from the local online redo log files

to the local archived redo log files in
[ archl/ chi cago/ .

Is ignored; valid only when chi cago is running in
the standby role. (You must configure a standby

redo log on this site to perform switchovers.)

Directs transmission of redo data to the remote

logical standby destination denver.

Is ignored; valid only when chi cago is running in

the standby role.

Directs archiving of redo data generated by
the logical standby database from the local
online redo log files to the local archived
redo log files in/ ar chl/ denver/.

Directs archiving of redo data from the
standby redo log files to the local archived
redo log files in/ ar ch2/ denver/.

Is ignored; valid only when denver is
running in the primary role.

Directs archiving of redo data received
from the primary database directly to
archived redo log files in

[ arch2/ denver/.

Unlike physical standby databases, logical standby databases are open databases
that generate redo data and have multiple log files (online redo log files, archived
redo log files, and standby redo log files). It is good practice to specify separate local
destinations for:

« Archived redo log files that store redo data generated by the logical standby
database. In Figure 10-3, this is configured as the LOG_ARCHI VE_DEST _

1=LOCATI ON=/ ar ch1/ denver destination.

« Archived redo log files that store redo data received from the primary database. In
Figure 10-3, this is configured as the LOG_ARCHI VE_DEST _

2=LOCATI ON=/ ar ch2/ denver destination.

In Figure 10-3, the STANDBY_ARCHI VE_DEST parameter is configured to the
same location for these purposes:

If the standby redo log files fill up, redo data received from the primary
database is archived directly to the archived redo log files in this location

(described in Section 5.7.1).

If there is an archive gap, archived redo log files retrieved from other
databases are copied to this location (described in Section 5.8).

Because the example configurations shown in Figure 10-3 (and Figure 10-4) do not
include a physical standby database, the configuration sets up the LOG_ARCHI VE_
DEST _3 destination for switchover with the logical standby database. Figure 10-4

shows the same configuration after a switchover.
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Figure 10-4 Primary and Logical Standby Databases After a Role Transition
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The following table describes the archival processing shown in Figure 10-4:

Chi cago Database (Logical Standby Role) Denver Database (Primary Role)

LOG_ARCHI VE_DEST_1 Directs archiving of redo data generated by the  Directs archiving of redo data from the local
logical standby database from the local online online redo log files to the local archived
redo log files to the local archived redo log files  redo log filesin/ ar chl/ denver/.
in/archl/ chi cago/ .

LOG_ARCHI VE_DEST_2 Directs archiving of redo data from the standby Is ignored; valid only when denver is
redo log files to the archived redo log file in running in the standby role.
[ ar ch2/ chi cago/ .
LOG_ARCHI VE_DEST_3 Is ignored; valid only when chi cago is running Directs transmission of redo data to the
in the primary role. remote logical standby destination
chi cago.

STANDBY_ARCHI VE_DEST  Directs archiving of the redo data received from Is ignored; valid only when denver is
the primary database directly to the archived running in the standby role.
redo log files in/ ar ch2/ chi cago/ .

10.1.3 Configuring Both Physical and Logical Standby Databases

Figure 10-5 shows the chi cago database running in the primary role, the bost on
database running in the physical standby role, and the denver database running in
the logical standby database role. The initialization parameters are shown under
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each system. Components that are grayed out are inactive for the database’s current
role. This example assumes that a switchover would occur only between chi cago
and bost on. In this configuration, the denver logical standby database is intended
to be a reporting database only; denver will never be the target of a switchover or
run in the primary database role.

Figure 10-5 Configuring a Primary Database with Physical and Logical Standby Databases
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DB_UN QUE_NAME=bost on
LOG_ARCHI VE_CONFI G=
' DG_CONFI G=( chi cago, bost on,
denver)'
LOG_ARCHI VE_DEST_ 1=
' LOCATI ON=/ ar ch1/ bost on/
VALI D_FOR=
( ONLI NE_LOGFI LES, ALL_ROLES)
DB_UNI QUE_NAME=bost on'
LOG_ARCHI VE_DEST 2=
' SERVI CE=denver
VALI D_FOR=
( ONLI NE_LOGFI LES, PRI MARY_ROLE)
DB_UNI QUE_NAME=denver'
LOG_ARCHI VE_DEST_3=
' SERVI CE=chi cago
VALI D_FOR=
(ONLTNE_LOGFI LES, PRI MARY_ROLE)
DB_UNI QUE_NAME=chi cago’
LOG ARCHI VE_DEST_STATE_1=ENABLE
LOG_ARCHI VE_DEST_STATE_2=ENABLE
L(IB ARCHI VE DEST STATE 3=ENABLE
STANDBY_ARCHI VE_DEST=
/ ar ch1/ bost on/’

REMOTE_LOG N_PASSWORDFI LESEXCLUSI VE REMOTE_LOG N_PASSWORDFI LE=EXCLUSI VE

Oracle

Net

DB_UNI QUE_NAME=chi cago
LOG ARCHI VE_CONFI G=
' DG_CONFI G=( chi cago, bost on,
denver)’
LOG_ARCHI VE_DEST_ 1=
' LOCATI ON=/ ar ch1/ chi cago/
VALI D_FOR=
( ONLI NE_LOGFI LES, ALL, RG.ES)
DB_UNI QUE_NAME=chi cago'
LCXB ARCHI VE DEST_2=
' SERVI CE=denver
VALI D_FOR=
(ONLI NE_LOGFI LES, PRI NARY_RO.E)
DB_UNI QUE_NAME=denver"
L% ARCHI VE_DEST_3=
' SERVI CE=bost on
VALI D_FOR=
( ONLTNE_LOGFI LES, PRI MARY_ROLE)
DB_UNI QUE_NAME=bost on'
LOG_ARCHI VE_DEST_STATE_1=ENABLE
LOG_ARCHI VE_DEST_STATE_2=ENABLE
LCXB ARCHI VE DEST STATE 3=ENABLE
STANDBY_ARCHI VE_DEST=
/ ar ch1/ chi cago/

Oracle

DB_UNI QUE_NAME=denver
LOG ARCHI VE_CONFI G=
' DG_CONFI G=( chi cago, bost on,
denver)’
LOG ARCHI VE DEST 1=
' LOCATI ON=/ ar ch1/ denver/
VALI D_FOR=
(ONLI NE_LOGFI LES, ALL_ROLES)
DB_UNI QUE_NAME=denver’
LCG ARCHI VE_DEST_2=
' LOCATI ON=/arch2/denver /
VALI D_FOR=
( STANDBY_LOGFI LES, STANDBY_ROLE)
DB_UNI QUE_NAME=denver'
LOG ARCHI VE_DEST_STATE 1=ENABLE
LCG ARCHI VE DEST STATE_2=ENABLE
STANDBY_ARCHI VE_DEST=/ ar ch2/ denver

REMOTE_LOG N_PASSWORDFI LE=EXCLUSI VE
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The following table describes the archival processing shown in Figure 10-5;

Chicago Database
(Primary Role)

Boston Database
(Standby Role)

Denver Database
(Standby Role)

LOG_ARCHI VE_DEST 1

LOG_ARCHI VE_DEST 2

LOG_ARCHI VE_DEST 3

STANDBY_ARCHI VE_DEST

Directs archiving of redo data
from the online redo log files
to the local archived redo log
filesin/archl/ chi cago/ .

Directs transmission of redo
data to the remote logical
standby destination denver.

Directs transmission of redo
data to the remote physical
standby destination bost on.

Is ignored; valid only for
standby role.

Directs archiving of redo data
from the standby redo log files
to the local archived redo log
filesin/archl/ boston/.

Is ignored; valid only when
bost on is running in the
primary role.

Is ignored; valid only when
bost on is running in the
primary role.

Directs archiving of redo data
received from the primary
database directly to archived
redo log files in

/archl/ boston/.

Directs archiving of redo data
generated by the logical standby
database from the local online redo
log files to the local archived redo
log filesin/ archl/ denver/.

Directs archiving of redo data from
the standby redo log files to the
local archived redo log files in

[ arch2/ denver/.

Is not defined for this database.

Directs archiving of redo data
received from the primary
database directly to archived redo
log filesin/ ar ch2/ denver/.

Figure 10-6 shows the same configuration after a switchover changes the chi cago
database to the standby role and the bost on database to the primary role.

Figure 10-6 Primary, Physical, and Logical Standby Databases After a Role Transition
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The following table describes the archival processing shown in Figure 10-6:

Chicago Database
(Standby Role)

Boston Database
(Primary Role)

Denver Database
(Standby Role)

Directs archival of redo data
from the standby redo log files
to the local archived redo log
filesin/archl/ chi cago/ .

LOG_ARCHI VE_DEST 1

LOG_ARCHI VE_DEST_2 Is ignored; valid only when
chi cago is running in the

primary role.

LOG_ARCHI VE_DEST_3 Is ignored; valid only when
chi cago is running in the

primary role.

Directs archival of redo data
received from the primary
database directly to the
archived redo log files in

[ archl/ chi cago/ .

STANDBY_ARCHI VE_DEST

Directs archival of redo data
from the online redo log files
to the local archived redo log
filesin/archl/ boston/.

Directs transmission of redo
data to the remote logical
standby destination denver.

Directs transmission of redo
data to the remote physical
standby destination chi cago.

Is ignored; valid only for
standby role.

Directs archival of redo data
generated by the logical
standby database from the
local online redo log files to the
local archived redo log files in
[ archl/ denver/.

Directs archival of redo data
from the standby redo log files
to the local archived redo log
filesin/ arch2/ denver/.

Is not defined for this
database.

Directs archival of redo data
received from the primary
database directly to archived
redo log files in

[ arch2/ denver/.

10.1.4 Verifying the Current VALID_FOR Attribute Settings for Each Destination

To see whether or not the current VALI D_FOR attribute settings are valid right now
for each destination in the Data Guard configuration, query the VSARCHI VE_DEST
view, as shown in Example 10-1.

Example 10-1 Finding VALID_FOR Information in the VSARCHIVE_DEST View
SQL> SELECT DEST_10, VALI D TYPE, VALI D_ROLE, VALI D_NOW FROM V$ARCH VE_DEST;

DEST 10 VALI D TYPE VALID ROLE  VALID_NOW
1 ALL_LOGFILES  ALL_ROLES  YES

2 STANDBY_LOGFI LE STANDBY_ROLE WRONG VALI D_TYPE
3 ONLI NE_LOGFI LE  STANDBY_ROLE WRONG VALI D_ROLE
4 ALL_LOGFILES  ALL_ROLES  UNKNOWN

5 ALL_LOGFILES  ALL_ROLES  UNKNOWN

6 ALL_LOGFILES  ALL_ROLES  UNKNOWN

7 ALL_LOGFILES  ALL_ROLES  UNKNOWN

8 ALL_LOGFILES  ALL_ROLES  UNKNOWN

9 ALL_LOGFILES  ALL_ROLES  UNKNOWN

10 ALL_LOGFILES  ALL_ROLES  UNKNOWN

10 rows sel ect ed.
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In Example 10-1, each line represents one of the ten destinations in the Data Guard
configuration. The first line indicates that the VALI D_FOR attribute for LOG _
ARCHI VE_DEST 1 issetto (ALL_LOGFI LES, ALL_ROLES), which is the only
keyword pair that is valid at all times.

More interesting are the second and third lines in the view, which are both currently
invalid, but for different reasons:

« LOG ARCHI VE_DEST_2 issetto ( STANDBY_LOGFI LES, STANDBY_ROLE) , but
the WRONG VALI D_TYPE is returned because this standby destination does not
have a standby redo log implemented.

« LOG ARCHI VE_DEST_3issetto ( ONLI NE_LOGFI LES, STANDBY_ROLE) , but
the WRONG VALI D_ROLE is returned because this destination is currently
running in the primary database role.

All of the other destinations are shown as UNKNOWN, which indicates the
destinations are either undefined or the database is started and mounted but
archiving is not currently taking place. See the VEARCHI VE_DEST view in the Oracle
Database Reference for information about these and other columns.

10.2 Choosing the Best Available Standby Database for a Role

Transition

Every standby database is associated with only one primary database. A single
primary database can, however, support multiple physical or logical standby
databases. This scenario illustrates how to determine the information you need to
choose the best available standby database for a failover or switchover.

If a configuration contains physical standby databases, Oracle recommends that you
perform the role transition using the best available physical standby database if the
environment uses both physical and logical standby databases. This is
recommended because:

« Alogical standby database might contain only a subset of the data present in
the primary database.

« Avrole transition involving a logical standby database requires that any existing
physical standby databases be re-created from a copy of the new primary
database (after the role transition is complete) to continue to participate in the
Data Guard configuration.

Because of these limitations, a logical standby database should be considered as the
target for a role transition only in the the following special situations:
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« The configuration contains only logical standby databases.

« ltiscritical to fail over a standby database to the primary role as quickly as
possible, and the most current logical standby database in the configuration is
significantly more current than the most current physical standby database in
the configuration.

Once you determine whether to use a physical or a logical standby database, the
specific standby database you select as the target for the role transition is
determined by how much of the recent primary database modifications are
available at the standby location and by how much of these modifications were
applied to the standby database. Because the primary database remains accessible
during switchovers, there will be no loss of data, and the choice of the standby
database used during a switchover will only affect the time required to complete the
switchover. For failovers, however, the choice of standby database might involve
tradeoffs between additional risk of data loss and the time required to transition a
standby database to the primary role.

10.2.1 Example: Best Physical Standby Database for a Failover

In a disaster, the most critical task for the DBA is to determine if it is quicker and
safer to repair the primary database or fail over to a standby database. When
deciding that a failover is necessary and multiple physical standby databases are
configured, the DBA must choose which physical standby database is the best target
for the failover. While there are many environmental factors that can affect which
standby database represents the best choice, this scenario assumes these things to be
equal for the purpose of emphasizing data loss assessment.

This scenario begins with a Data Guard configuration consisting of the HQ primary
database and two physical standby databases, SAT and NYC. The HQ database is
operating in maximum availability protection mode, and the standby databases are
each configured with three standby redo log files. See Section 1.4 for more
information about the maximum availability protection mode for physical standby
databases.

Table 10-2 provides information about the databases used in this scenario.

Table 10-2 Identifiers for the Physical Standby Database Example

Identifier HQ Database SAT Database NYC Database
Location San Francisco Seattle New York City
Database name HQ HQ HQ
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Table 10-2 (Cont.) Identifiers for the Physical Standby Database Example

Identifier

HQ Database

SAT Database

NYC Database

Instance name HQ SAT NYC
Initialization parameter file hg_init.ora sat_init.ora nyc_init.ora
Control file hqg_cfl.f sat_cfl.f nyc_cfl.f
Datafile hg_dbl.f sat_dbl.f nyc_dbl.f
Redo log file 1 hqg_logl.f sat_logl.f nyc_logl.f
Redo log file 2 hqg_log2.f sat_log2.f nyc_log2.f
Standby redo log file 1 hq_srll.f sat_srll.f nyc_srll.f
Standby redo log file 2 hq_sri2.f sat_srl2.f nyc_srl2.f
Standby redo log file 3 hq_srl3.f sat_srl3.f nyc_srl3.f
Primary protection mode Maximum Not applicable Not applicable
availability
Standby protection mode Not applicable Maximum Maximum
availability performance
(synchronous) (asynchronous)
Network service hame (client hqg_net sat_net nyc_net
defined)
Listener hq_listener sat_listener nyc_listener
Note: The New York city database is operating in maximum

performance mode because sending redo data synchronously from
HQ to NYC might impact the primary database performance
during peak workload periods. However, the New York City
standby database is still considered a viable candidate for failovers
because it uses a standby redo log.

Assume that an event occurs in San Francisco where the primary site is located, and

the primary site is damaged in such a way that it cannot be repaired in a timely

manner. You must fail over to one of the standby databases. You cannot assume that

the DBA who set up the multiple standby database configuration is available to
decide to which standby database to fail over. Therefore, it is imperative to have a
disaster recovery plan at each standby site, as well as at the primary site. Each
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member of the disaster recovery team needs to know about the disaster recovery
plan and be aware of the procedures to follow. This scenario identifies the
information you need when deciding which standby database should be the target
of the failover.

One method of conveying information to the disaster recovery team is to include a
ReadMe file at each standby site. This ReadMe file is created and maintained by the
DBA and should describe how to:

« Log on to the local Oracle database as a DBA
« Log on to each system where the standby databases are located

« Getinstructions for going through firewalls, because there might be firewalls
between systems

« Log on to other Oracle databases as a DBA
« ldentify the most up-to-date standby database
« Perform the standby database failover

« Configure network settings to ensure client applications access the new primary
database, instead of the original primary database

See Appendix F for a sample ReadMe file.

When choosing a standby database, there are two critical considerations: which
standby database received the most recent redo data and which standby database
has applied the most redo.

Follow these steps to determine which standby database is the best candidate for
failover when only physical standby databases are in the configuration. Always
start with the standby database providing the highest protection level. In this
scenario, the Seattle standby database provides the highest protection level because
it is operating in maximum availability protection mode.

Step 1 Connect to the SAT physical standby database.
Issue a SQL statement such as the following:

SQL> CONNECT SYS/ CHANGE ON | NSTALL AS SYSDBA;

Step 2 Determine how much current redo data is available in the archived redo
log file.
Query the columns in the VEMANAGED STANDBY view, as shown:

SQL> SELECT THREAD#, SEQUENCE#, BLOCK#, BLOCKS
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2> FROM VSMANAGED STANDBY WHERE STATUS=' RECEI VING ;
THREAD#  SEQUENCE# BLOCK# BLOCKS

This standby database received 249 blocks of redo data from the primary database.
To compute the number of blocks received, add the BLOCKS column value to the
BLOCK# column value, and subtract 1 (because block number 234 is included in the
16 blocks received).

Note: Depending on how long the primary database has been
unavailable, the previous query might not return any selected rows
because the RFS process might detect the network disconnection
and terminate itself. If this occurs, it is always best to select a
standby database that is configured to receive the redo data in a
synchronous manner.

Step 3 Obtain alist of the archived redo log files that were applied or are
currently pending application to the SAT database.

Query the VSARCHI VED_LOGview:

SQL> SELECT SUBSTR(NAME, 1, 25) FILE_NAME, SEQUENCE#, APPLIED
2> FROM V$ARCVH VED LOG ORDER BY SEQUENCE#;

FI LE_NAME SEQUENCE# APP
/oracl e/ dbs/ hg_sat _2.10g 2
/oracl e/ dbs/ hg_sat _3.10g 3
/oracl e/ dbs/ hg_sat _4.10g 4
/oracl e/ dbs/ hg_sat _5.10g 5 YES
/oracl e/ dbs/ hg_sat _6. 109 6

7

8

/oracl e/ dbs/ hg_sat _7.10g YES
/oracl e/ dbs/ hg_sat _8.10g YES
/oracl e/ dbs/ hg_sat _9.10g 9 YES
/oracl e/ dbs/ hg_sat _10. | og 10 YES
/oracl e/ dbs/ hg_sat _11.10g 11 YES
/oracl e/ dbs/ hg_sat _13.10g 13 NO

This output indicates that archived redo log file 11 was completely applied to the
standby database. (The line for log file 11 in the example output is in bold typeface
to assist you in reading the output. The actual output will not display bolding.)
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Also, natice the gap in the sequence numbers in the SEQUENCE# column. In the
example, the gap indicates the SAT standby database is missing archived redo log
file number 12.

Step 4 Connect to the NYC database to determine if it is more recent than the
SAT standby database.

Issue a SQL statement such as the following:
SQL> CONNECT SYS/ CHANGE_ON | NSTALL AS SYSDBA;

Step 5 Determine how much current redo data is available in the archived redo
log file.
Query the columns in the VSMANAGED_STANDBY view as shown:

SQL> SELECT THREAD#, SEQUENCE#, BLOCK#, BLOCKS
2> FROM VSMANAGED STANDBY WHERE STATUS=' RECEI VI NG ;
THREAD#  SEQUENCE# BLOCK# BLOCKS

This standby database has also received 249 blocks of redo information from the
primary database. To compute the number of blocks received, add the BLOCKS
column value to the BLOCK# column value, and subtract 1 (because block number
157 is included in the 93 blocks received).

Step 6 Obtain alist of the archived redo log files that were applied or are
currently pending application to the NYC database.

Query the VSARCHI VED_LOG view:

SQL> SELECT SUBSTR(NAME, 1, 25) FILE_NAME, SEQUENCE#, APPLIED
2> FROM VSARCVH VED LOG CRDER BY SEQUENCE#;

FI LE_NAME SEQUENCE# APP

/oracl e/ dbs/ hg_nyc_2.10g
/oracl e/ dbs/ hg_nyc_3.10g
/oracl e/ dbs/ hg_nyc_4. 1 og
/oracl e/ dbs/ hg_nyc_5. 1 og
/oracl e/ dbs/ hg_nyc_6. | og
/oracl e/ dbs/ hg_nyc_7.10g
/oracl e/ dbs/ hg_nyc_8. 1 og
/oracl e/ dbs/ hg_nyc_9. 1 og
/ oracl e/ dbs/ hg_nyc_10. | og
/oracl e/ dbs/ hg_nyc_11.10g

P OWOWWwW~NOO O~ WN
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| oracl e/ dbs/ hg_nyc_12.1 og 12 NO
/oracl e/ dbs/ hg_nyc_13.1 0og 13 NO

This output indicates that archived redo log file 7 was completely applied to the
standby database. (The line for log file 7 in the example output is in bold typeface to
assist you in reading the output. The actual output will not display bolding.)

More redo data was received at this location, but less was applied to the standby
database.

Step 7 Choose the best target standby database.

In most cases, the physical standby database you choose as a failover target should
provide a balance between risk of data loss and time required to perform the role
transition. As you analyze this information to make a decision about the best
failover candidate in this scenario, consider the following:

« For minimal risk of data loss during a failover, you should choose the NYC
database as the best target standby database because Steps 5 and 6 revealed that
the NYC site has the most recoverable redo.

« For minimal primary database downtime during the failover operation, you
should choose the SAT database as the best target standby database. This
database is a more appropriate candidate because the queries in Steps 2 through
6 reveal that the SAT database applied 5 archived redo log files more than the
NYC database. However, if it is not possible to obtain and apply a copy of the
missing archived redo log file (log 12 in the example), then you will not be able
to make the SAT database as current as you can the NYC database. Therefore,
you will lose the unapplied data (log files 12, 13, and part of log file 14 in the
example).

Based on your business requirements, choose the best target standby database.
Step 8 Bring the selected standby database to its most current state.

If you chose the SAT database as the best target based on your business

requirements, perform the following steps:

1. Retrieve any missing archived redo log files using an operating system copy
utility. (This example uses the UNIX cp command). In this case, the SAT
database is missing archived redo log file 12. Because the NYC database
received this archived redo log file, you can copy it from the NYC database to
the SAT database, as follows:

% cp /net/nyc/oracl e/ dbs/ hg_nyc_12.10g /net/sat/oracl e/ dbs/hg_sat_12.1 og
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Determine if a partial archived redo log file exists for the next sequence number.
In this example, the next sequence number should be 14. The following UNIX
command searches the directory on the SAT database for the presence of an
archived redo log file named hq_sat _14. 1 og:

%ls -1 /net/sat/oracle/dbs/hg_sat_14.10g
I net/sat/oracl e/ dbs/ hq_sat _14.10g: No such file or directory

Because the SAT standby database is using standby redo log files, there should
not be any partial archived redo log files.

Register the retrieved archived redo log file. (There is no need to stop log apply
services).

SQL> ALTER DATABASE REQ STER PHYSI CAL LOGFI LE '/oracl e/ dbs/ hg_sat_12.10g";

Query the VSARCHI VED_LOG view again to make sure the archived redo log
files were successfully applied:

SQL> SELECT SUBSTR(NAME, 1, 25) FILE _NAMVE, SEQUENCE#, APPLIED
2> FROM V$ARCVH VED LOG ORDER BY SEQUENCE#;

FI LE_NAME SEQUENCE# APP
/oracl e/ dbs/ hg_sat _2.10g 2
/oracl e/ dbs/ hg_sat _3.10g 3
/oracl e/ dbs/ hg_sat _4.10g 4
/oracl e/ dbs/ hg_sat _5.10g 5 YES
/oracl e/ dbs/ hg_sat _6. 1 og 6
/oracl e/ dbs/ hg_sat _7.10g 7

8

/oracl e/ dbs/ hg_sat _8.10g YES
/oracl e/ dbs/ hg_sat _9.10g 9 YES
/oracl e/ dbs/ hg_sat _10. 1 og 10 YES
/oracl e/ dbs/ hg_sat _11.10g 11 YES
/oracl e/ dbs/ hg_sat _12.10g 12 YES
/oracl e/ dbs/ hg_sat _13.10g 13 YES

If you chose the NYC database as the best target based on your
business requirements, perform the following steps:

1.

Determine if a partial archived redo log file exists for the next sequence number.
The following UNIX command searches the directory on the NYC database for
the presence of an archived redo log file named with the next sequence (hq_
nyc_14):
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%1s -1 /net/nyc/oracle/dbs/hg_nyc_14.10g
I net/nyc/oracl e/ dbs/ hq_nyc_14.10g: No such file or directory

Because the NYC standby database is using standby redo log files, there should
not be any partial archived redo log files.

2. Start log apply services to apply the most current log file:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE
2> DI SCONNECT FROM SESSI ON,

3. Query the V$ARCHI VED_LOG view again to make sure the archived redo log
files were successfully applied:

SQL> SELECT SUBSTR(NAME, 1, 25) FILE_NAME, SEQUENCE#, APPLIED
2> FROM V$3ARCVH VED LOG ORDER BY SEQUENCE#;

FI LE_NAME SEQUENCE# APP
/oracl e/ dbs/ hg_nyc_2.10g 2
/oracl e/ dbs/ hg_nyc_3.10g 3
/oracl e/ dbs/ hg_nyc_4. 1 og 4
/oracl e/ dbs/ hg_nyc_5. 1 og 5 YES
/oracl e/ dbs/ hg_nyc_6. | og 6

7

8

/oracl e/ dbs/ hg_nyc_7.10g YES
/oracl e/ dbs/ hg_nyc_8. 1 og YES
/oracl e/ dbs/ hg_nyc_9. 1 og 9 YES
/ oracl e/ dbs/ hg_nyc_10. | og 10 YES
/oracl e/ dbs/ hg_nyc_11.1og 11 YES
/oracl e/ dbs/ hg_nyc_12.10g 12 NO
/oracl e/ dbs/ hg_nyc_13.10g 13 NO

Applying the archived redo log files might take some time to complete.
Therefore, you must wait until all archived redo log files are designated as
applied, as shown:

SQL> SELECT SUBSTR(NAME, 1, 25) FILE _NAME, SEQUENCE#, APPLIED
2> FROM V$ARCVH VED LOG ORDER BY SEQUENCE#;

FI LE_NAME SEQUENCE# APP
/oracl e/ dbs/ hg_nyc_2.10g 2
/oracl e/ dbs/ hg_nyc_3.10g 3
/oracl e/ dbs/ hg_nyc_4. 1 og 4 YES
/oracl e/ dbs/ hg_nyc_5. 1 og 5
/oracl e/ dbs/ hg_nyc_6. | og 6
/oracl e/ dbs/ hg_nyc_7.10g 7
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/oracl e/ dbs/ hg_nyc_8. 1 og 8 YES
/oracl e/ dbs/ hg_nyc_9. 1 og 9 YES
/oracl e/ dbs/ hg_nyc_10. 1 og 10 YES
/oracl e/ dbs/ hg_nyc_11.10g 11 YES
/oracl e/ dbs/ hg_nyc_12.1 og 12 YES
/oracl e/ dbs/ hg_nyc_13.1 0og 13 YES

Step 9 Perform the failover.

You are now ready to stop log apply services and fail over the selected physical
standby database to the primary role.

See Section 7.2.2 for additional information about how to fail over to a physical
standby database.

10.2.2 Example: Best Logical Standby Database for a Failover Operation

In a disaster when only logical standby databases are available, the critical task is to
determine which logical standby database is the best target for the failover. While
there are many environmental factors that can affect which is the best target standby
database, this scenario assumes these things to be equal for the purpose of
emphasizing data loss assessment. See Section 1.4 for more information about the
maximum availability protection mode for logical standby databases.

This scenario starts out with a Data Guard configuration consisting of the HQ
primary database and two logical standby databases, SAT and NYC. Table 10-3
provides information about each of these databases.

Table 10-3 Identifiers for Logical Standby Database Example

Identifier HQ Database SAT Database NYC Database
Location San Francisco Seattle New York City
Database name HQ SAT NYC

Instance name HQ SAT NYC
Initialization parameter file hg_init.ora sat_init.ora nyc_init.ora
Control file hg_cfl.f sat_cfl.f nyc_cfl.f
Datafile hg_dbl.f sat_dbl.f nyc_dbl.f
Redo log file 1 hg_logl.f sat_logl.f nyc_logl.f
Redo log file 2 hg_log2.f sat_log2.f nyc_log2.f
Database link (client-defined) hg_link sat_link nyc_link
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Table 10-3 (Cont.) Identifiers for Logical Standby Database Example
Identifier HQ Database SAT Database NYC Database

Network service name hqg_net sat_net nyc_net
(client-defined)

Listener hq_listener sat_listener nyc_listener

Follow these steps to determine which standby database is the best candidate for
failover when only logical standby databases are in the configuration:

Step 1 Connect to the SAT logical standby database.
Issue a SQL statement such as the following:

SQL> CONNECT SYS/ CHANGE_ON_I NSTALL AS SYSDBA;

Step 2 Determine the highest applied SCN and highest (newest) applicable
SCN on the SAT database.

Query the following columns in the DBA LOGSTDBY_PROGRESS view:
SQL> SELECT APPLI ED SON, NEWEST_SCN FROM DBA_LOGSTDBY PROGRESS;

APPLI ED_SCN NEVEST SCN

144059 144059

Step 3 Obtain alist of the archived redo log files that were applied or are
currently pending application to the SAT database.

Query the DBA LOGSTDBY_LOGview:

SQL> SELECT SUBSTR(FILE_NAME, 1,25) FILE NAVE, SUBSTR(SEQUENCE#, 1,4) "SEQ¢",
2> FIRST_CHANGE#, NEXT_CHANGE#, TO CHAR(TIMESTAVP, 'HH M :SS ) TIMESTAWP,
3> DICT_BEG N BEG DI CT_END END, SUBSTR(THREAD¥, 1,4) " THR#"
4> FROM DBA_LOGSTDBY_LOG ORDER BY SEQUENCEY;

FI LE_NAME SEQ# FI RST_CHANGE# NEXT_CHANGE# TI MESTAM BEG END THR#
/oracl e/ dbs/hg_sat_2.1log 2 101579 101588 11:02:57 NO NO 1
/oracl e/ dbs/hg_sat_3.log 3 101588 142065 11:02: 01 NO NO 1
/oracl e/ dbs/hg_sat _4.log 4 142065 142307 11:02: 09 NO NO 1
/oracl e/ dbs/hg_sat_5.1log 5 142307 142739 11:02: 47 YES YES 1
/oracl e/ dbs/hg_sat_6.1og 6 142739 143973 12:02: 09 NO NO 1
/oracl e/ dbs/hg_sat_7.log 7 143973 144042 01:02: 00 NO NO 1
/oracl e/ dbs/hg_sat_8.1log 8 144042 144051 01:02: 00 NO NO 1

10-20 Oracle Data Guard Concepts and Administration



Choosing the Best Available Standby Database for a Role Transition

/oracl e/ dbs/hg_sat_9.1log 9 144051 144054 01:02:15 NO NO 1
/oracl e/ dbs/ hg_sat _10.10g 10 144054 144057 01:02:20 NO NO 1
/oracl e/ dbs/hg_sat _11.10g 11 144057 144060 01:02:25 NO NO 1
/oracl e/ dbs/ hg_sat _13.10g 13 144089 144147 01:02:40 NO NO 1

Notice that for log file 11, the SCN of 144059 (recorded in Step 2) is between the

FI RST_CHANGE# column value of 144057 and the NEXT _CHANGE# column value of
144060. This indicates log file 11 is currently being applied. (The line for log file 11
in the example output is in bold typeface to assist you in reading the output. The
actual output will not display bolding.) Also, notice the gap in the sequence
numbers in the SEQ# column; in the example, the gap indicates that SAT database is
missing archived redo log file 12.

Step 4 Connect to the NYC database.
Issue a SQL statement such as the following:

SQL> CONNECT SYS/ CHANGE_ON_I NSTALL AS SYSDBA;

Step 5 Determine the highest applied SCN and highest applicable SCN on the
NYC database.

Query the following columns in the DBA_ L OGSTDBY_PROGRESS view:

SQL> SELECT APPLIED SON, NEVEST_SON FROM DBA LOGSTDBY PROGRESS;
APPLI ED_SCN NEVEST_SCN

143970 144146

Step 6 Obtain alist of the log files that were processed or are currently
pending processing on the NYC database.

Issue a SQL statement such as the following:

SQL> SELECT SUBSTR(FILE_NAME, 1,25) FILE NAVE, SUBSTR(SEQUENCE#, 1,4) "SEQ¢",
2> FIRST_CHANGE#, NEXT CHANGE#, TO CHAR(TIMESTAMP, 'HH M:SS) TI MESTAWP,
3> DICT_BEG N BEG DI CT_END END, SUBSTR(THREAD¥, 1,4) " THRY"
4> FROM DBA_LOGSTDBY_LOG ORDER BY SEQUENCEY;

FI LE_NAME SEQ# FI RST_CHANGE# NEXT_CHANGE# TI MESTAM BEG END THR#
/oracl e/ dbs/ hg_nyc_2.log 2 101579 101588 11:02:58 NO NO 1
/oracl e/ dbs/ hg_nyc_3.log 3 101588 142065 11:02: 02 NO NO 1
/oracl e/ dbs/hg_nyc_4.log 4 142065 142307 11:02: 10 NO NO 1
/oracl e/ dbs/ hg_nyc_5.1og 5 142307 142739 11:02:48 YES YES 1
/oracl e/ dbs/ hg_nyc_6.1og 6 142739 143973 12:02:10 NO NO 1
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/oracl e/ dbs/hg_nyc_7.log 7 143973 144042 01:02: 11 NO NO 1
/oracl e/ dbs/ hg_nyc_8.1og 8 144042 144051 01:02: 01 NO NO 1
/oracl e/ dbs/hg_nyc_9.1og 9 144051 144054 01:02:16 NO NO 1
[ oracl e/ dbs/ hg_nyc_10.10g 10 144054 144057 01:02:21 NO NO 1
/oracl e/ dbs/ hg_nyc_11.10g 11 144057 144060 01:02:26 NO NO 1
[ oracl e/ dbs/ hg_nyc_12.10g 12 144060 144089 01:02:30 NO NO 1
/oracl e/ dbs/ hg_nyc_13.10g 13 144089 144147 01:02:41 NO NO 1

Notice that for log file 6, the SCN of 143970 (recorded in Step 5) is between the

FI RST_CHANGE# column value of 142739 and the NEXT_CHANGE# column value of
143973. This indicates that log file 6 is currently being applied. (The line for log file
in the example output is in bold typeface to assist you in reading the output. The
actual output will not display bolding.) Also, notice that there are no gaps in the
sequence of log files that remain to be processed.

Step 7 Choose the best target standby database.

In most cases, the logical standby database you choose as a failover target should
provide a balance between risk of data loss and time required to perform the role
transition. As you analyze this information to make a decision about the best
failover candidate in this scenario, consider the following:

« For minimal risk of data loss during a failover, you should choose the NYC
database as the best target standby database because Steps 5 and 6 revealed that
the NYC site has the most recoverable archived redo log files.

« For minimal primary database downtime during the failover, you should
choose the SAT database as the best target standby database. This database is a
more appropriate candidate because the queries in Steps 2 through 6 reveal that
the SAT database applied 5 archived redo log files more than the NYC database
(even though there was only a 1-second delay (lag) in the receipt of archived
redo log files by the NYC database). However, if it is not possible to obtain and
apply a copy of the missing archived redo log file (log file 12 in the example),
then you will not be able to make the SAT database as current as you can the
NYC database. Therefore, you will lose the unrecovered data (log files 12, 13,
and part of log file 14 in the example).

Based on your business requirements, choose the best target standby database.
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Step 8 Bring the selected standby database to its most current state.

If you chose the SAT database as the best target based on your
business requirements, perform the following steps:

1.

Manually retrieve any missing archived redo log files using an operating
system utility. (This example uses the UNIX cp command.) In this case, the SAT
database is missing archived redo log file 12. Because the NYC database
received this archived redo log file, you can copy it from the NYC database to
the SAT database, as follows:

%p /net/nyc/oracl e/ dbs/hg_nyc_12.10g
I net/sat/oracl e/ dbs/ hg_sat _12.1 og

Determine if a partial archived redo log file exists for the next sequence number.
In this example, the next sequence number should be 14. The following UNIX
command shows the directory on the SAT database, looking for the presence of
an archived redo log file named hq_sat _14.1 og:

%s -1 Inet/sat/oracle/dbs/hg_sat_14.10g

STW W --- 1 oracle dbs 333280 Feb 12 1:03 hqg_sat_14.lo0g

Stop log apply services and register both the retrieved archived redo log file
and the partial archived redo log file:

SQL> ALTER DATABASE STOP LOG CAL STANDBY APPLY;
SQL> ALTER DATABASE REG STER LOG CAL LOGFILE '/oracle/dbs/hq_sat_12.10g";
SQL> ALTER DATABASE REG STER LOG CAL LOGFILE '/oracle/dbs/hq_sat_14.10g";

Start log apply services to apply the most current log file:
SQL> ALTER DATABASE START LOG CAL STANDBY APPLY;
Determine the highest applied SCN on the SAT database by querying the DBA _

LOGSTDBY_PROGRESS view to see if the value of the APPLI ED_SCN column is
equal to the value of the NEWEST _SCN column:

SQL> SELECT APPLI ED SCN, NEWEST_SCN FROM DBA_LOGSTDBY_PROGRESS;

APPLI ED_SCN NEWEST SCN

144205 144205
Because the SCN values match, you can be assured that there is no longer a

delay (lag) between the current log file on the primary database and the last log
file applied to the SAT database.
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If you chose the NYC database as the best target based on your
business requirements, perform the following steps:

1.

Determine if a partial archived redo log file exists for the next sequence number.
In this example, the next sequence number should be 14. The following UNIX
command shows the directory on the NYC database, looking for the presence of
an archived redo log file named hq_nyc_14:

%s -1 Inet/nyc/oracl e/ dbs/hg_nyc_14.10g

STW W --- 1 oracle dbs 333330 Feb 12 1:03 hqg_nyc_14.10g

Register the partial archived redo log file on the NYC database:

SQL> ALTER DATABASE STOP LOG CAL STANDBY APPLY;

SQL> ALTER DATABASE REG STER LOG CAL LOGFILE '/oracle/dbs/hg_nyc_14.10g";
Start log apply services to apply the most current log file:

SQL> ALTER DATABASE START LOG CAL STANDBY APPLY;

Determine the highest applied SCN on the NYC database by querying the DBA _

LOGSTDBY_PROGRESS view to see if the value of the APPLI ED_SCNcolumn is
equal to the value of the NEWEST _SCN column:

SQL> SELECT APPLIED SON, NEVEST_SON FROM DBA LOGSTDBY PROGRESS;

APPLI ED_SCN NEWEST_SCN

144205 144205

Because the SCN values match, you can sure there is no longer a delay (lag)
between the current log file on the primary database and the last log file
received and applied by the NYC database.

Step 9 Perform the failover.

You are now ready to stop log apply services and fail over the selected logical
standby database to the primary role.

See Section 7.3.2 for additional information on how to perform the failover.

10.3 Using Flashback Database After a Failover

After a failover occurs, the original primary database can no longer participate in
the Data Guard configuration until it is repaired and established as a standby
database in the new configuration. To do this, you can use the Flashback Database
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feature to recover the failed primary database to a point in time before the failover
occurred, and then convert it into a physical or logical standby database in the new
configuration. The following sections describe:

« Converting a Failed Primary Database into a Physical Standby Database

« Converting a Failed Primary Database into a Logical Standby Database

Note: You must have already enabled Flashback Database on the
original primary database before the failover. See Oracle Database
Backup and Recovery Advanced User's Guide for more information.

10.3.1 Converting a Failed Primary Database into a Physical Standby Database

The following steps assume the user has already performed a failover involving a
physical standby database and Flashback Database has been enabled on the old
primary database. This procedure brings the old primary database back into the
Data Guard configuration as a new physical standby database.

Step 1 Determine the SCN at which the old standby database became the
primary database.

On the new primary database, issue the following query to determine the SCN at
which the old standby database became the new primary database:

SQL> SELECT TO CHAR( STANDBY BECAME PRI MARY SCN) FROM V$DATABASE;

Step 2 Flash back the failed primary database.

To create a new physical standby database, shut down the database (if necessary),
mount the old primary database, and flash it back to the value for STANDBY _
BECAME PRI MARY _SCN that was determined in Step 1:

SQ.> SHUTDOMN | MVEDI ATE;
SQL> STARTUP MOUNT;
SQL> FLASHBACK DATABASE TO SCN st andby_became_primary_scn;

The old primary database is now a new physical standby database and is referred to
as such in the following steps.

Step 3 Mount the new physical standby database.
Perform the following steps on the new physical standby database:
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1. Disable the Flashback Database feature. This deletes the flashback logs, which
are obsolete after the standby control file is restored:

SQL> ALTER DATABASE FLASHBACK OFF;

2. Create the standby control file and shut down the database:
SQL> ALTER DATABASE CREATE STANDBY CONTROLFILE AS control _file_nane;
SQL> SHUTDOMN | MVEDI ATE;

3. Issue operating system copy commands to replace the current control files with
the new standby control file.

4. Mount the new physical standby database using the new standby control file.

SQL> STARTUP MOUNT;

5. Ensure the listener is running:
LSNRCTL STAT Ii st _nane;

6. Enable Flashback Database:
SQL> ALTER DATABASE FLASHBACK ON;

Step 4 Restart log transport services to the new physical standby database.

Before the new standby database was created, the new primary database probably
stopped transmitting redo to the remote destination. To restart log transport
services, perform the following steps on the new primary database:

1. Issue the following query to see the current state of the archive destinations:
SQ> SELECT DEST_ID, DEST_NAME, STATUS, PROTECTION MODE, DESTINATION, ERROR, SRL
2> FROM V$ARCH VE_DEST_STATUS;
2. If necessary, enable the destination:
SQ> ALTER SYSTEM SET LOG_ARCHI VE_DEST_STATE_n=ENABLE;
3. Perform a log switch to ensure the standby database begins receiving redo data
from the new primary database, and verify it was sent successfully:

SQL> ALTER SYSTEM SW TCH LOGFI LE;
SQL> SELECT DEST |D, DEST NAME, STATUS, PROTECTI ON MODE, DESTI NATION, ERROR, SR
2> FROM V$ARCH VE_DEST_STATUS;

On the new standby database, you may also need to change the LOG_ARCHI VE _
DEST _n initialization parameters so that log transport services do not transmit redo

10-26 Oracle Data Guard Concepts and Administration



Using Flashback Database After a Failover

data to other databases. This step can be skipped if both the primary and standby
database roles were set up with the VALI D_FOR attribute in one server parameter
file (SPFILE). By doing this, the Data Guard configuration operates properly after a
role transition.

Step 5 Start Redo Apply.
Start Redo Apply or real-time apply on the new physical standby database:

« To start Redo Apply:
SQ.> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE DI SCONNECT;

« To start real-time apply:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE
2> USI NG CURRENT LOGFI LE DI SCONNECT;

Once the failed primary database is restored and is running in the standby role, you
can optionally perform a switchover to transition the databases to their original
(pre-failure) roles. See Section 7.2.1, "Switchovers Involving a Physical Standby
Database" for more information.

10.3.2 Converting a Failed Primary Database into a Logical Standby Database

The following steps assume that the Data Guard configuration has already
completed a failover involving a logical standby database and Flashback Database
has been enabled on the old primary database. This procedure brings the old
primary database back into the Data Guard configuration as a new standby
database, without re-creating the old primary database.

Step 1 Determine the SCN at which the old standby database became the
primary database.

On the new primary database, determine the SCN at which the old standby
database became the new primary database using the following query:

SQL> SELECT VALUE AS BECAVE_PRI MARY_SCN FROM DBA LOGSTDBY PARAVETERS
2> WERE NAME = ' END_PRI MARY_SCN ;

Step 2 Flash back the failed primary database.

To create a new logical standby database, shut down the database (if necessary),
mount the old primary database, flash it back to the value for BECAVE PRI MARY _
SCN that was determined in Step 1, and enable the database guard.
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SQ.> SHUTDOWN | MVEDI ATE;

SQL> STARTUP MOUNT;

SQL> FLASHBACK DATABASE TO SCN <becane_prinary_scn>;
SQ.> ALTER DATABASE GUARD ALL;

Step 3 Open the database with the RESETLOGS option.
SQ.> ALTER DATABASE OPEN RESETLOCCGCS;

Step 4 Create a database link to the new primary database and start SQL
Apply.
SQL> CREATE PUBLI C DATABASE LI NK nyl i nk
2> CONNECT TO system | DENTI FI ED BY password
3> USI NG ' servi ce_name_of _new_primary_dat abase';
SQL> ALTER DATABASE START LOG CAL STANDBY APPLY NEW PRI MARY nyl i nk;

The role reversal is now complete.

Once the failed primary database has been restored and is running in the standby
role, you can optionally perform a switchover to transition the databases to their
original (pre-failure) roles. See Section 7.3.1, "Switchovers Involving a Logical
Standby Database" for more information.

10.4 Using Flashback Database After Issuing an Open Resetlogs

Statement

Suppose an error has occurred on the primary database in a Data Guard
configuration in which the standby database is using real-time apply. In this
situation, the same error will be applied on the standby database.

However, if Flashback Database is enabled, you can revert the primary and standby
databases back to their pre-error condition by issuing the FLASHBACK DATABASE
and OPEN RESETLOGS statements on the primary database, and then issuing a
similar FLASHBACK STANDBY DATABASE statement on the standby database
before restarting log apply services. (If Flashback Database is not enabled, you need
to re-create the standby database, as described in Chapter 3 and Chapter 4, after the
point-in-time recovery was performed on the primary database.)

10.4.1 Flashing Back a Physical Standby Database

The following steps describe how to avoid re-creating a physical standby database
after you issued the OPEN RESETL OGS statement on the primary database.
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Step 1 Determine the SCN before the RESETLOGS operation occurred.

On the primary database, use the following query to obtain the value of the system
change number (SCN) that is 2 SCNs before the RESETLOGS operation occurred on
the primary database:

SQL> SELECT TO CHAR( RESETLOGS CHANGE# - 2) FROM V$DATABASE;

Step 2 Obtain the current SCN on the standby database.
On the standby database, obtain the current SCN with the following query:

SQL> SELECT TO CHAR( CURRENT SCN) FROM V$DATABASE;

Step 3 Determine if it is necessary to flash back the database.

« Ifthe value of CURRENT_SCN is larger than the value of <resetlogs_change# - 2>,
issue the following statement to flash back the standby database.

SQL> FLASHBACK STANDBY DATABASE TO SCN <resetl ogs_change# -2>;
« If the value of CURRENT _SCNis less than the value of the <resetlogs_change# -
2>, skip to Step 4.

If the standby database’s SCN is far enough behind the primary database’s
SCN, log apply services will be able to continue through the OPEN RESETLOGS
statement without stopping. In this case, flashing back the database is
unnecessary because log apply services do not stop upon reaching the OPEN
RESETL OGS statement in the redo data.

Step 4 Restart log apply services.
« To start Redo Apply on a physical standby database:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE DI SCONNECT;

« To start SQL Apply on a logical standby database:
SQL> ALTER DATABASE START LOG CAL STANDBY APPLY | MVEDI ATE;

The standby database is now ready to receive and apply redo from the primary
database.

10.4.2 Flashing Back a Logical Standby Database

The following steps describe how to avoid re-creating a logical standby database
after you have issued the OPEN RESETLOGS statement on the primary database.
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Step 1 Flash back the primary database.

On the primary database, execute the following SQL statements to flash back and
then open the database with the RESETL OGS option:

SQL> FLASHBACK DATABASE TO TI MESTAMP <tinestanp you want to flash back to>;
SQ.> ALTER DATABASE OPEN RESETLOCCGS;

Step 2 Determine the SCN at the primary database.

On the primary database, use the following query to obtain the value of the system
change number (SCN) that is 2 SCNs before the RESETLOGS operation occurred on
the primary database:

SQL> SELECT TO CHAR(RESETLOGS CHANGE# - 2) FROM V$DATABASE;

Step 3 Stop SQL Apply.
On the logical standby database, stop SQL Apply:

SQL> ALTER DATABASE STOP LOG CAL STANDBY APPLY;
SQL> SELECT APPLI ED_SCN FROM DBA_LOGSTDBY_PROGRESS,;

If the APPLI ED_SCNis less than the value of the <resetlogs_change#-2>, you do not
need to flashback the standby database and can proceed to Step 6. This may happen
if SQL Apply is running with a delay. Otherwise, flash back the standby database as
described in Step 4.

Step 4 Flash back the logical standby database.

Issue the following SQL statements to flash back the logical standby database to the
same time used to flash back the primary database:

SQL> SHUTDOWN,

SQ.> STARTUP MOUNT EXCLUSI VE;

SQL> FLASHBACK DATABASE TO TI MESTAMP <time of primary database flashback>;
SQL> ALTER DATABASE OPEN READ O\LY;

SQL> SELECT APPLI ED_SCN FROM DBA_LOGSTDBY_PROGRESS;

Step 5 Open the logical standby database with the RESETLOGS option.
Open the logical standby database with the RESETL OGS option:

SQ.> SHUTDOWN;
SQL> STARTUP MOUNT EXCLUSI VE;
SQL> ALTER DATABASE OPEN RESETLCGS;
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Step 6 Archive the current log on the primary database.
Perform a log switch:

SQL> ALTER SYSTEM ARCHI VE LOG CURRENT;

Step 7 Start SQL Apply.
SQL> ALTER DATABASE START LOG CAL STANDBY APPLY;

10.5 Using a Physical Standby Database with a Time Lag

By default, when log apply services are running on the standby database, the redo
data is either written to archived log files and applied, or when real-time apply is
enabled, the redo is written to the standby database as it arrives from the primary
database. But in some cases, you may want to create a time lag between the
archiving of an online redo log file at the primary site and the application of the
archived redo log file at the standby site. A time lag can protect against the transfer
of corrupted or erroneous data from the primary site to the standby site.

For example, suppose you run a batch job every night on the primary database.
Unfortunately, you accidently ran the batch job twice, and you did not realize the
mistake until the batch job completed for the second time. Ideally, you need to roll
back the database to the point in time before the batch job began. A primary
database that has a standby database with a time lag could help you to recover. You
could fail over the standby database with the time lag and use it as the new primary
database.

To create a standby database with a time lag, use the DELAY attribute of the LOG _
ARCHI VE_DEST _n initialization parameter in the primary database initialization
parameter file.

Note: If you define a delay for a destination that has real-time
apply enabled, the delay is ignored

Although the redo data is still automatically transmitted from the primary database
to the standby database and written to archived redo log files (and standby redo log
files, if implemented), the log files are not immediately applied to the standby
database. The log files are applied when the specified time interval expires.

This scenario uses a 4-hour time lag and covers the following topics:

« Establishing a Time Lag on a Physical Standby Database
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« Failing Over to a Physical Standby Database with a Time Lag
« Switching Over to a Physical Standby Database with a Time Lag

Readers of this scenario are assumed to be familiar with the procedures for creating
a typical standby database. The details were omitted from the steps outlined in this
scenario. See Chapter 3 for details about creating physical standby databases.

10.5.1 Establishing a Time Lag on a Physical Standby Database

To create a physical standby database with a time lag, modify the LOG_ARCHI VE
DEST _n initialization parameter on the primary database to set a delay for the
standby database. The following is an example of how to add a 4-hour delay to the
LOG_ARCHI VE_DEST _n initialization parameter:

SQL> ALTER SYSTEM SET LOG ARCHI VE_DEST_2=' SERVI CE=st dby DELAY=240";

The DELAY attribute indicates that the archived redo log files at the standby site are
not available for recovery until the 4-hour time interval has expired. The time
interval (expressed in minutes) starts when the archived redo log files are
successfully transmitted to the standby site. The redo information is still sent to the
standby database and written to the disk as normal.

See Section 6.2.2 for a more information about establishing a time lag on physical
and logical standby databases.

10.5.2 Failing Over to a Physical Standby Database with a Time Lag

A standby database configured to delay application of archived redo log files can be
used to recover from user errors or data corruptions on the primary database. In
most cases, you can query the time-delayed standby database to retrieve the data
needed to repair the primary database (for example, to recover the contents of a
mistakenly dropped table). In cases where the damage to the primary database is
unknown or when the time required to repair the primary database is prohibitive,
you can also consider failing over to a time-delayed standby database.

Assume that a backup file was inadvertently applied twice to the primary database
and that the time required to repair the primary database is prohibitive. You choose
to fail over to a physical standby database for which the application of archived
redo log files is delayed. By doing so, you transition the standby database to the
primary role at a point before the problem occurred, but you will likely incur some
data loss. The following steps illustrate the process:

10-32 Oracle Data Guard Concepts and Administration



Using a Physical Standby Database with a Time Lag

1. Initiate the failover by issuing the appropriate SQL statements on the
time-delayed physical standby database:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE CANCEL;

SQL> ALTER DATABASE ACTI VATE PHYSI CAL STANDBY DATABASE SKI P STANDBY LOGFI LE;
SQL> SHUTDOAN | MVEDI ATE;

SQL> STARTUP

The ACTI VATE statement immediately transitions the standby database to the
primary role and makes no attempt to apply any additional redo data that
might exist at the standby location. When using this statement, you must
carefully balance the cost of data loss at the standby location against the
potentially extended period of downtime required to fully repair the primary
database.

2. Re-create all other standby databases in the configuration from a copy of this
new primary database.

10.5.3 Switching Over to a Physical Standby Database with a Time Lag

All of the redo data is transmitted to the standby site as it becomes available.
Therefore, even when a time delay is specified for a standby database, you can
make the standby database current by overriding the delay using the SQL ALTER
DATABASE RECOVER MANAGED STANDBY statement.

Note: To recover from a logical error, you must perform a failover
instead of a switchover.

The following steps demonstrate how to perform a switchover to a time-delayed
physical standby database that bypasses a time lag. For the purposes of this
example, assume that the primary database is located in New York, and the standby
database is located in Boston.

Step 1 Apply all of the archived redo log files to the original (time-delayed)
standby database bypassing the lag.

Switchover will not begin until the standby database applies all of the archived redo
log files. By lifting the delay, you allow the standby database to proceed without

waiting for the specified time interval to pass before applying the archived redo log
files.

Issue the following SQL statement to lift the delay:
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SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE NCDELAY
2> DI SCONNECT FROM SESSI ON THROUGH LAST SW TCHOVER;

Step 2 Stop read or update activity on the primary and standby databases.

You must have exclusive database access before beginning a switchover. Ask users
to log off the primary and standby databases, or query the V$SESSI ON view to
identify users that are connected to the databases and close all open sessions except
the SQL*Plus session from which you are going to execute the switchover
statement. See Oracle Database Administrator's Guide for more information about
managing users.

Step 3 Switch the primary database to the physical standby role.
On the primary database (in New York), execute the following statement:

SQL> ALTER DATABASE COWM T TO SW TCHOVER TO PHYSI CAL STANDBY
2> WTH SESSI ON SHUTDOMN;

This statement does the following:
« Closes the primary database, terminating any active sessions

« Transmits any unarchived redo log files and applies them to the standby
database (in Boston)

« Adds an end-of-redo marker to the header of the last log file being archived
« Creates a backup of the current control file

«  Converts the current control file into a standby control file

Step 4 Shut down and start up the former primary instance, and mount the
database.

Execute the following statement on the former primary database (in New York):
SQL> SHUTDOAN NORMAL,;
SQL> STARTUP MOUNT;

Step 5 Switch the original standby database to the primary role.
Issue the following SQL statement:

SQL> ALTER DATABASE COW T TO SW TCHOVER TO PRI MARY DATABASE;

Step 6 Shut down and restart the new primary database instance.
Issue the following SQL statements:
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SQ.> SHUTDOWN;
SQL> STARTUP PFI LE=Fai | over. ora;

10.6 Recovering from a Network Failure

The following steps describe how to recover after a network failure.

Step 1 Identify the network failure.

The V$ARCHI VE_DEST view contains the network error and identifies which
standby database cannot be reached. On the primary database, execute the
following SQL statement for the destination that experienced the network failure.
For example:

SQ.> SELECT DEST_I D, STATUS, ERROR FROM V$ARCHI VE_DEST WHERE DEST_|ID = 2;

DEST_ID STATUS ERROR

2 ERROR ORA-12224: TNS: no |istener

The query results show there are errors archiving to the standby database, and the
cause of the error is TNS: no | i st ener. You should check whether or not the
listener on the standby site is started. If the listener is stopped, then start it.

Step 2 Prevent the primary database from stalling.

If you cannot solve the network problem quickly, and if the standby database is
specified as a mandatory destination, try to prevent the database from stalling by
doing one of the following:

« Defer archiving to the mandatory destination:
SQL> ALTER SYSTEM SET LOG ARCH VE_DEST STATE 2 = DEFER
When the network problem is resolved, you can enable the archive destination
again:

SQL> ALTER SYSTEM SET LOG ARCH VE_DEST STATE 2 = ENABLE

« Change the archive destination from mandatory to optional:

SQL> ALTER SYSTEM SET LOG ARCHI VE_DEST_2 = ' SERVI CE=st andby1
2> CPTI ONAL REGPEN=60';

When the network problem is resolved, you can change the archive destination
from optional back to mandatory:
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SQL> ALTER SYSTEM SET LOG ARCHI VE_DEST_2 = ' SERVI CE=st andby1
2> MANDATORY RECPEN=60';

Step 3 Archive the current online redo log file.
On the primary database, archive the current online redo log file:

SQL> ALTER SYSTEM ARCH VE LOG CURRENT;

When the network is back up again, log apply services can detect and resolve the
archive gaps automatically when the physical standby database resumes Redo

Apply.

10.7 Recovering After the NOLOGGING Clause Is Specified

In some SQL statements, the user has the option of specifying the NOLOGGE NG
clause, which indicates that the database operation is not logged in the online redo
log file. Even though the user specifies the clause, a redo record is still written to the
online redo log file. However, there is no data associated with this record. This can
result in log application or data access errors at the standby site and manual
recovery might be required to resume applying log files.

Note: To avoid these problems, Oracle recommends that you
always specify the FORCE LOGA NGclause in the CREATE
DATABASE or ALTER DATABASE statements. See the Oracle
Database Administrator’s Guide.

10.7.1 Recovery Steps for Logical Standby Databases

For logical standby databases, when SQL Apply encounters a redo record for an
operation performed with the NOLOGA NGclause, it skips over the record and
continues applying changes from later records. Later, if an attempt is made to access
one of the records that was updated with NOLOGA NGin effect, the following error
is returned: ORA- 01403 no data found

To recover after the NOLOGE NGclause is specified, re-create one or more tables
from the primary database, as described in Section 9.1.7.
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Note: In general, use of the NOLOGA NGclause is not
recommended. Optionally, if you know in advance that operations
using the NOLOGG NGclause will be performed on certain tables in
the primary database, you might want to prevent the application of
SQL statements associated with these tables to the logical standby
database by using the DBM5_LOGSTDBY. SKI P procedure.

10.7.2 Recovery Steps for Physical Standby Databases

When the archived redo log file is copied to the standby site and applied to the
physical standby database, a portion of the datafile is unusable and is marked as
being unrecoverable. When you either fail over to the physical standby database, or
open the standby database for read-only access, and attempt to read the range of
blocks that are marked as UNRECOVERABLE, you will see error messages similar to
the following:

CRA-01578: ORACLE data block corrupted (file # 1, block # 2521)
CRA-01110: data file 1: '/oracl e/ dbs/stdby/tbs_1.dbf'
ORA-26040: Data bl ock was | oaded using the NOLOGE NG option

To recover after the NOLOGE NGclause is specified, you need to copy the datafile
that contains the unjournaled data from the primary site to the physical standby
site. Perform the following steps:

Step 1 Determine which datafiles should be copied.
Follow these steps:

1. Query the primary database:
SQL> SELECT NAME, UNRECOVERABLE CHANGE# FROM V$DATAFI LE;

NAME UNRECOVERABLE
/oracl e/ dbs/tbs_1. dbf 5216
/oracl e/ dbs/tbs_2. dbf 0
/oracl e/ dbs/ tbs_3. dbf 0
/oracl e/ dbs/ tbs_4. dbf 0

4 rows sel ected.

2. Query the standby database:

SQL> SELECT NAME, UNRECOVERABLE_CHANGE# FROM V$DATAFI LE;
NAME UNRECOVERABLE
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/oracl e/ dbs/ stdby/tbs_1. dbf 5186
/oracl e/ dbs/ st dby/t bs_2. dbf 0
[ oracl e/ dbs/ st dby/ t bs_3. dbf 0
[ oracl e/ dbs/ st dby/ t bs_4. dbf 0

4 rows sel ected.

3. Compare the query results of the primary and standby databases.

Compare the value of the UNRECOVERABLE_CHANGE# column in both query
results. If the value of the UNRECOVERABLE CHANGE# column in the primary
database is greater than the same column in the standby database, then the
datafile needs to be copied from the primary site to the standby site.

In this example, the value of the UNRECOVERABLE CHANGE# in the primary
database for thet bs_1. dbf datafile is greater, so you need to copy thet bs__
1. dbf datafile to the standby site.

Step 2 On the primary site, back up the datafile you need to copy to the
standby site.

Issue the following SQL statements:

SQL> ALTER TABLESPACE syst em BEG N BACKUP,
SQL> EXIT;

%cp tbs_1.dbf /backup

SQ> ALTER TABLESPACE system END BACKUP,

Step 3 On the standby database, restart Redo Apply.
Issue the following SQL statement:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE DI SCONNECT FROM
2>SESSI ON;

You might get the following error messages (possibly in the alert log) when you try
to restart Redo Apply:

CRA-00308: cannot open archived log 'standbyl'

ORA-27037: unable to obtain file status

SVR4 Error: 2: No such file or directory

Additional information: 3

ORA-01547: warning: RECOVER succeeded but OPEN RESETLOGS woul d get error bel ow
ORA-01152: file 1 was not restored froma sufficiently old backup

CRA-01110: data file 1: '/oracl e/ dbs/stdby/tbs_1.dbf'
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If you get the ORA-00308 error and Redo Apply does not terminate automatically,
you can cancel recovery by issuing the following statement from another terminal
window:

SQ.> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE CANCEL;
These error messages are returned when one or more log files in the archive gap
have not been successfully applied. If you receive these errors, manually resolve the

gaps, and repeat Step 3. See Section 5.8.4 for information about manually resolving
an archive gap.

10.7.3 Determining If a Backup Is Required After Unrecoverable Operations

If you performed unrecoverable operations on your primary database, determine if
a new backup operation is required by following these steps:

1. Query the V$DATAFI LE view on the primary database to determine the system
change number (SCN) or the time at which the Oracle database generated the
most recent invalidated redo data.

2. Issue the following SQL statement on the primary database to determine if you
need to perform another backup:

SELECT UNRECOVERABLE_CHANGE#,
TO_CHAR( UNRECOVERABLE _TI ME, ' mmdd-yyyy hh:m:ss')
FROM  V$DATAFI LE;

3. Ifthe query in the previous step reports an unrecoverable time for a datafile
that is more recent than the time when the datafile was last backed up, then
make another backup of the datafile in question.

See Oracle Database Reference for more information about the VEDATAFI LE view.

10.8 Resolving Archive Gaps Manually

An archive gap is a range of archived redo log files created whenever you are
unable to apply the next archived redo log file generated by the primary database to
the standby database. This section contains the following topics:

«  What Causes Archive Gaps?

« Determining If an Archive Gap Exists

« Manually Transmitting Log Files in the Archive Gap to the Standby Site

« Manually Applying Log Files in the Archive Gap to the Standby Database
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Note: Typically, archive gaps are resolved automatically without
the need for manual intervention. See Section 5.8 for more
information about how log apply services automatically recover
from gaps in the archived redo log files.

10.8.1 What Causes Archive Gaps?

An archive gap can occur whenever the primary database archives the current
online redo log file locally, but the redo data is not archived at the standby site.
Because the standby database requires the sequential application of log files, media
recovery stops at the first missing log file encountered.

Archive gaps can occur in the following situations:
« Creation of the Standby Database
« Shutdown of the Standby Database When the Primary Database Is Open

« Network Failure Prevents Transmission of Archived Log Files

10.8.1.1 Creation of the Standby Database

One example of an archive gap occurs when you create the standby database from
an old backup. For example, if the standby database is made from a backup that
contains changes through log file 100, and the primary database currently contains
changes through log file 150, then the standby database requires that you apply log
files 101 to 150. Another typical example of an archive gap occurs when you
generate the standby database from a hot backup of an open database.

For example, assume the scenario illustrated in Figure 10-7.
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Figure 10-7
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Attimet + 1, you start the standby instance.

pri mary archives redo log files with sequences 6, 7, and 8 on the primary site,

and transmits the redo to the standby site.
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Archived redo log file sequences 4 and 5 are now part of an archive gap, and these
log files must be applied to the standby database.

10.8.1.2 Shutdown of the Standby Database When the Primary Database Is Open

You might be required to shut down the standby database to resolve maintenance
issues. For example, you must shut down the standby database when you change a
control file parameter, such as MAXDATAFI LE, in the primary database.

To avoid creating archive gaps, follow these rules:
« Start the standby databases and listeners before starting the primary database.
« Shut down the primary database before shutting down the standby database.

If you violate either of these two rules, then the standby database is down while the
primary database is open and archiving. Consequently, the Oracle database can
create an archive gap.

Note: If the standby site is specified as MANDATORY in one of the
LOG_ARCHI VE_DEST_n parameters of the primary initialization
parameter file, dynamically change it to OPTI ONAL before shutting
down the standby database. Otherwise, the primary database
eventually stalls because it cannot archive its online redo log files.

10.8.1.3 Network Failure Prevents Transmission of Archived Log Files

If you maintain a Data Guard environment, and the network goes down, the
primary database might continue to archive to disk but be unable to archive to the
standby site. In this situation, archived redo log files accumulate as usual on the
primary site, but the standby instance is unaware of them.

See:

« Section 5.7.2 for a detailed account of the significance of the OPTI ONAL and
MANDATORY attributes for standby archival

= Section 10.6 for a related scenario

10.8.2 Determining If an Archive Gap Exists

To determine if there is an archive gap, query the VSARCHI VED_LOGand V$LOG
views. If an archive gap exists, the output of the query specifies the thread number
and log sequence number of all log files in the archive gap. If there is no archive gap
for a given thread, the query returns no rows.
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Identify the log files in the archive gap

Query the VSARCHI VED_LOGand V$LOGviews on the standby database. For
example, the following query shows there is a difference in the RECD and SENT
sequence numbers for the destination specified by DEST_| D=2, indicating that
there is a gap:

SQL> SELECT MAX(R SEQUENCE#) LAST SEQ RECD, MAX(L.SEQUENCE#) LAST SEQ SENT FROM

2> V$ARCH VED LOG R, V$LOG L WHERE
3> R DEST_I D=2 AND L. ARCH VED=' YES ;

LAST SEQ RECD LAST SEQ SENT

Use the following query to determine the names of the archived redo log files on the
local system that must be copied to the standby system that has the gap:

SQ> SHECT NAME FROM VBARCH VED LGG WHERE THREAD#=1 AND DEST_| D=1 AND
2> SEQUBENCE# BETWEEN 7 AND 10;

/prinary/threadl dest/arcr_1 7.arc
/prinmary/threadl dest/arcr_1 8.arc
/prinmary/threadl dest/arcr_1 9.arc
/prinmary/threadl dest/arcr_1 10.arc

10.8.3 Manually Transmitting Log Files in the Archive Gap to the Standby Site

After you have obtained the sequence numbers of the log files in the archive gap,
you can obtain their filenames by querying the VSARCHI VED LOGview on the
primary site. The archived redo log path names on the standby site are generated by
the STANDBY_ARCHI VE_DEST and LOG_ARCHI VE_FORVAT parameters in the
standby initialization parameter file.

If the standby database is on the same site as the primary database, or the standby
database is on a remote site with a different directory structure than the primary
database, the path names for the log files on the standby site cannot be the same as
the path names of the log files archived by the primary database. Before
transmitting the redo data to the standby site, determine the correct path names for
the archived redo log files at the standby site.
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To copy log files in an archive gap to the standby site
1. Review the list of archive gap log files that you obtained earlier. For example,
assume you have the following archive gap:

THREADE  LOW SEQUENCE#  H GH_SEQUENCE#

1 460 463
2 202 204
3 100 100

If a thread appears in the view, then it contains an archive gap. You need to
copy log files from threads 1, 2, and 3.

2. Determine the path names of the log files in the archive gap that were
transmitted by the primary database. After connecting to the primary database,
issue a SQL query to obtain the name of a log file in each thread. For example,
use the following SQL statement to obtain filenames of log files for thread 1:

SQL> SELECT NAME FROM V$ARCH VED LOG WHERE THREAD#=1 AND DEST_| D=1
2> AND SEQUENCE# > 459 AND SEQUENCE# < 464,

/primary/threadl_dest/arcr_1 460.arc
/primary/threadl_dest/arcr_1 461.arc
/primary/threadl_dest/arcr_1 462.arc
/primary/threadl_dest/arcr_1 463.arc
4 rows selected

Perform similar queries for threads 2 and 3.

3. On the standby site, review the settings for STANDBY _ARCHI VE_DEST and
LOG_ARCHI VE_FORMAT in the standby initialization parameter file. For
example, you discover the following:

STANDBY_ARCHI VE_DEST = /st andby/arc_dest/
LOG_ARCHI VE_FORMAT = log_% % _d.arc

These parameter settings determine the filenames of the archived redo log files
at the standby site.

4. On the primary site, copy the log files in the archive gap from the primary site
to the standby site, renaming them according to values for STANDBY _
ARCHI VE_DEST and LOG_ARCHI VE_FORMAT. For example, enter the following
copy commands to copy the archive gap log files required by thread 1:
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%cp /primry/threadl_dest/arcr_1 460.arc /standby/arc_dest/log_1 460.arc
%cp /primary/threadl_dest/arcr_1 461.arc /standby/arc_dest/log_1 461.arc
%cp /primary/threadl_dest/arcr_1 462.arc /standby/arc_dest/log_1 462.arc
%cp /primary/threadl_dest/arcr_1 463.arc /standby/arc_dest/log_1 463.arc
Perform similar commands to copy archive gap log files for threads 2 and 3.

5. On the standby site, if the LOG_ARCHI VE_DEST and STANDBY_ARCHI VE_DEST
parameter values are not the same, then copy the archive gap log files from the
STANDBY_ARCHI VE_DEST directory to the LOG_ARCHI VE_DEST directory. If
these parameter values are the same, then you do not need to perform this step.

For example, assume the following standby initialization parameter settings:

STANDBY_ARCHI VE_DEST = /st andby/arc_dest/
LOG ARCHI VE DEST = /| og_dest/

Because the parameter values are different, copy the archived redo log files to
the LOG_ARCHI VE_DEST location:

% cp /standby/arc_dest/* /log_dest/

When you initiate manual recovery, the Oracle database looks at the LOG_
ARCHI VE_DEST value to determine the location of the log files.

Now that all required log files are in the STANDBY_ARCHI VE_DEST directory, you
can proceed to Section 10.8.4 to apply the archive gap log files to the standby
database. See also Section 6.3.4.3 and the V$ARCHI VED_LOGview in Chapter 14.

10.8.4 Manually Applying Log Files in the Archive Gap to the Standby Database

After you have copied the log files in the archive gap to the standby site, you can
apply them using the RECOVER AUTOVATI C statement.

To apply the archived redo log files in the archive gap

1. Start up and mount the standby database (if it is not already mounted). For
example, enter:

SQL> STARTUP MOUNT PFI LE=/ or acl e/ admi n/ pfile/initSTBY.ora

2. Recover the database using the AUTOVATI C option:
SQL> ALTER DATABASE RECOVER AUTOVATI C STANDBY DATABASE;

Data Guard Scenarios 10-45



Creating a Standby Database That Uses OMF or ASM

The AUTOVATI Coption automatically generates the name of the next archived
redo log file needed to continue the recovery operation.

After recovering the available log files, the Oracle database prompts for the
name of a log file that does not exist. For example, you might see:

CRA-00308: cannot open archived log '/oracl e/ standby/standby_| ogs/arcr_1_
540. arc'

ORA-27037: unable to obtain file status

SVR4 Error: 2: No such file or directory

Additional information: 3

Specify log: {<RET>=suggested | filename | AUTO | CANCEL}

3. Cancel recovery after the Oracle database applies the available log files by
typing CTRL/C:

SQL> <CTRL/ C
Medi a recovery cancel | ed.

The following error messages are acceptable after recovery cancellation and do
not indicate a problem:

ORA-01547: warning: RECOVER succeeded but OPEN RESETLOGS woul d get error
bel ow

ORA-01194: file 1 needs nore recovery to be consistent

CRA-01110: data file 1: 'some_fil enane'

ORA-01112: nedia recovery not started

4. After you finish manually applying the missing log file, you can restart log
apply services on the standby database, as follows:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE DI SCONNECT FROM SESSI ON,

10.9 Creating a Standby Database That Uses OMF or ASM

Chapters 3 and 4 described how to create physical and logical standby databases.
This section augments the discussions in those chapters with additional steps that
must be performed if the primary database uses Oracle Managed Files (OMF) or
Automatic Storage Management (ASM).
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Note: The discussion in this section is presented at a level of detail
that assumes the reader already knows how to create a physical
standby database and is an experienced user of the RMAN, OMF,
and ASM features. For more information, see:

« Chapter 3, Chapter 4, and Appendix D for information about
creating physical and logical standby databases

«  Oracle Database Administrator’s Guide for information about
OMF and ASM

«  Oracle Database Backup and Recovery Advanced User’s Guide and
Oracle Database Recovery Manager Reference for information
about RMAN

Perform the following tasks to prepare for standby database creation:

1.

2
3
4.
5

9.

Enable forced logging on the primary database.

Enable archiving on the primary database.

Set all necessary initialization parameters on the primary database.
Create an initialization parameter file for the standby database.

If the primary database is configured to use OMF, then Oracle recommends that
the standby database be configured to use OMF, too. To do this, set the DB_
CREATE_FI LE_DEST and DB_CREATE_ONLI NE_LOG DEST_n initialization
parameters to appropriate values. Maintenance and future role transitions are
simplified if the same disk group names are used for both the primary and
standby databases.

Set the STANDBY_FI LE_MANAGEMENT initialization parameter to AUTO

Configure Oracle Net, as required, to allow connections to the standby
database.

Create a remote login password file for the standby database. Use the same
password for the SYS account as on the primary database.

Start the standby database instance without mounting the control file.

Perform the following tasks to create the standby database:

1.

If the standby database is going to use ASM, create an ASM instance if one does
not already exist on the standby database system.
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Use the RMAN BACKUP command to create a backup set that contains a copy of
the primary database’s datafiles, archived log files, and a standby control file.

Use the RMAN DUPLI CATE ... FOR STANDBY command to copy the datafiles,
archived redo log files and standby control file in the backup set to the standby
database’s storage area.

The DUPLI CATE ... FOR STANDBY command performs the actual data
movement at the standby instance. If the backup set is on tape, the media
manager must be configured so that the standby instance can read the backup
set. If the backup set is on disk, the backup pieces must be readable by the
standby instance, either by making their primary path names available through
NFS, or by copying them to the standby system and using RMAN CATALOG
BACKUPPI ECE command to catalog the backup pieces before restoring them.

After you successfully complete these steps, continue with the steps in Section 3.2.7,
to verify the configuration of the physical standby database.

To create a logical standby database, continue with the standby database creation
process described in Chapter 4, but with the following modifications:

1.

For a logical standby database, setting the DB_CREATE_FI LE_DEST parameter
does not force the creation of OMF filenames. However, if this parameter was
set on the primary database, it must also be set on the standby database.

After creating a logical standby control file on the primary system, do not use
an operating system command to copy this file to the standby system. Instead,
use the RMAN RESTORE CONTROLFI LE command to restore a copy of the
logical standby control file to the standby system.

If the primary database uses OMF files, use RMAN to update the standby
database control file to use the new OMF files created on the standby database.
To perform this operation, connect only to the standby database, as shown in
the following example:

> RVAN TARGET sys/ oracl e@ st dby
RMAN> CATALOG START W TH ' +st by_di skgroup';
RVAN> SW TCH DATABASE TO CCPY;

After you successfully complete these steps, continue with the steps in Section 4.2.4
to start, recover, and verify the logical standby database.
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Reference

This part provides reference material to be used in conjunction with the Oracle Data
Guard standby database features. For more complete reference material, refer to the
Oracle Database 10g documentation set.

This part contains the following chapters:

« Chapter 11, "Initialization Parameters"

« Chapter 12, "LOG_ARCHIVE_DEST_n Parameter Attributes"
« Chapter 13, "SQL Statements Relevant to Data Guard"

« Chapter 14, "Views Relevant to Oracle Data Guard"






11

Initialization Parameters

This chapter describes the initialization parameters that affect databases in a Data
Guard environment.

Table 11-1 lists the initialization parameters and indicates if the parameter applies
to the primary database role, the standby database role, or both. The table also
includes notes and recommendations specific to setting the parameters in a Data
Guard environment. Oracle Database Reference provides complete initialization
parameter information, including how to set update initialization parameters by
issuing the ALTER SYSTEM SET or ALTER SESSI ON statements (for example,
ALTER SYSTEM SET LOG_ARCH VE_TRACE) or by editing the initialization
parameter files. See the Oracle operating system-specific documentation for more
information about setting initialization parameters.
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Table 11-1 Initialization Parameters for Instances in a Data Guard Configuration

Primary Standby
Parameter Role? Role? Notes and Recommendations
ARCHI VE_LAG TARGET =seconds  Yes No Optional. Forces a log switch after the specified
number of seconds elapses.
COWPATI BLE = release_number Yes Logical Data Guard requires a minimum value of
and 9.2.0.1.0. Set to a minimum of 10.0.0.0 to use
physical Oracle Database 10g new features. Specify the
same value on the primary and standby
databases. If the values differ, log transport
services may be unable to transmit redo data
from the primary database to the standby
databases. See Section 3.2.3 and Section 4.2.3.2 for
examples.
CONTROL_FI LE_RECORD_KEEP_  Yes Logical Optional. Use this parameter to avoid
TI ME = number_of_days and overwriting a reusable record in the control file
physical (that contains needed information such as an
archived redo log file) for the specified number
of days (from 0 to 365). See Section 5.7.4.
CONTRCL_FI LES = "control_file_ Yes Logical Required. Specify the path name and filename
name', control_file_name', "...") and for one or more control files. The control files
physical must already exist on the database. Oracle
recommends using 2 control files. If another copy
of the current control file is available, then an
instance can be easily restarted after copying the
good control file to the location of the bad control
file. See Section 3.2.3 and Section 4.2.3.2 for
examples.
DB_FI LENAME_CONVERT = No Logical Required if the standby database is on the same
(location_of_primary_database_ and system as the primary database or if the directory
datafile', 'location_of standby _ physical where the datafiles are located on the standby
database_datafile_name', '..." system is different from the primary system. This
parameter must specify paired strings. The first
string is a sequence of characters to be looked for
in a primary database filename. If that sequence
of characters is matched, it is replaced by the
second string to construct the standby database
filename. You can specify multiple pairs of
filenames. See also Example 3-2.
DB_FI LES = number_of database_  Yes Logical Optional. Specify the same number of database
files_that_can_be_open_for_this_ and files on the primary and standby databases.
database physical
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Primary Standby
Parameter Role? Role? Notes and Recommendations
DB_NAME = 8-character_database Yes Logical Required. For physical standby databases,
name and specify the same DB_NAME that was specified for
physical the primary database. For logical standby
databases, use the DBNEWID utility to reset DB_
NAME to specify a different name from the
primary database, as described in Section 4.2.4.
DB_UNI QUE_NAME = unique_ Yes Logical Required for remote destinations. Specify a
service_provider_name_for_this_ and unique name for this database. This name does
database physical not change even if the primary and standby
databases reverse roles. The DB_UNI QUE_NAME
parameter defaults to the value of the DB_NAME
parameter.
FAL_CLI ENT = Oracle_Net_service_ Yes Physical Required if the FAL_SERVER parameter is
name only specified. Specifies the Oracle Net service name
used by the FAL server (typically the primary
database) to refer to the FAL client (standby
database). See Section 5.8.3.
FAL_SERVER = Oracle_Net_service_ No Physical Required if the FAL_CLI ENT parameter is
name only specified. Specifies one or more Oracle Net
service names for the databases from which this
standby database can fetch (request) missing
archived redo log files. See Section 5.8.3.
| NSTANCE_NAME Yes Logical Optional. If this parameter is defined and the
and primary and standby databases reside on the
physical same host, specify a different name for the
standby database than you specify for the
primary database. See Section 3.2.3 and
Section 4.2.3.2 for examples.
LOG_ARCHI VE_CONFI G=' DG _ Yes Logical Required. Specify the DG_CONFI Gattribute to list
CONFI G=(db_unique_name, db_ and the DB_UNI QUE_NANME for the primary database
unique_name, ...)' physical and each standby database in the Data Guard

configuration. By default, this parameter enables
the primary database to send redo data to remote
destinations and enables standby databases to
receive redo data. The DG_CONFI Gattribute
must be set to enable the dynamic addition of a
standby database to a Data Guard configuration
that has a Real Application Clusters primary
database running in either maximum protection
or maximum availability mode. See Section 5.4.2.
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Table 11-1 (Cont.) Initialization Parameters for Instances in a Data Guard Configuration

Primary Standby
Parameter Role? Role? Notes and Recommendations
LOG_ARCHI VE_DEST n= Yes Logical Required. Define up to ten (wheren=1,2, 3, ...
{ LOCATI ON=path_name] and 10) destinations, each of which must specify
SERVI CE=service_name, attribute, physical either the LOCATI ONor SERVI CE attribute.
attribute, ... } Specify a corresponding LOG_ARCHI VE_DEST _
STATE_n parameter for every LOG_ARCHI VE
DEST_n parameter. See Section 5.2.2 and
Chapter 12 for more information.
LOG_ARCHI VE_DEST_STATE_n= Yes Logical Required. Specify a LOG_ARCHI VE_DEST _
{ENABLE| DI SABLE]ALTERNATE} and STATE_n parameter to enable or disable log
physical transport services to transmit redo data to the
specified (or to an alternate) destination. Define a
LOG_ARCHI VE_DEST_STATE_n parameter for
every LOG_ARCHI VE_DEST_n parameter. See
also Section 5.2.2 and Chapter 12.
LOG_ARCHI VE_FORMAT=log%d_ Yes Logical Required if you specify the STANDBY_ARCHI VE _
%t_%s_%r. arc and DEST parameter. These parameters are
physical concatenated together to generate fully qualified
archived redo log filenames on the standby
database. See also Section 5.7.1.
LOG_ARCHI VE_LCOCAL_FI RST Yes No Optional. Specify to control when archiver
=[ TRUE| FALSE] processes (ARCn) transmit; either after (TRUE) the
online redo log file was successfully archived to
at least one local destination, or at the same time
(FALSE) the online redo log file is being archived
to local destinations.
See also Section 5.3.1.
LOG_ARCHI VE_MAX_PROCESSES  Yes Logical Optional. Specify the number (from 1 to 10) of
=integer and archiver processes you want Oracle software to
physical invoke initially.
LOG_ARCHI VE_M N_SUCCEED _ Yes No Optional. Define the minimum number (from 1
DEST=integer to 10) of destinations that must receive redo data
successfully before the log writer process on the
primary database can reuse the online redo log
file.
LOG_ARCHI VE_TRACE=integer Yes Logical Optional. Set this parameter to trace the
and transmission of redo data to the standby site. The
physical valid integer values (0, 1, 2, 4, 8, 16, 32, 64, 128,
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Table 11-1 (Cont.) Initialization Parameters for Instances in a Data Guard Configuration

Primary Standby
Parameter Role? Role? Notes and Recommendations
LOG_FI LE_NAME_CONVERT No Logical Required when the standby database is on the
="' location_of _primary_database_ and same system as the primary database or when

redo_logs', 'location_of standby
database_redo_logs'

PARALLEL MAX_SERVERS=integer Yes

REMOTE_LOG N_PASSWORDFI LE= Yes
{EXCLUSI VE| SHARED)]

SERVI CE_NAMES Yes
SHARED POOL_SI ZE = bytes Yes
SORT_AREA_SI ZE = bytes Yes

physical the directory structure where the log files are
located on the standby site is different from the
primary site. This parameter converts the path
names of the primary database online redo log
file to path names on the standby database. See
Section 3.2.3 and Section 4.2.3.2 for examples.

Logical Required. Specify the maximum number of

only parallel servers working on the logical standby
database. This parameter must not be set to a
value less than 5 on a logical standby database.
For best results, set PARALLEL _MAX_SERVERS to
a minimum of 9. See also Section 9.4.

Logical Required. Specify on the primary and all standby

and databases to ensure Data Guard transmits redo

physical data only after the appropriate authentication
checks using SYS credentials are successful.
Include either the EXCLUSI VE or SHARED values
to control how many databases can use the
password file. See also Section 5.3.3.

Yes Specify a service name for this standby database
that is unique from the primary database service
name. If you do not explicitly specify unique
service names and the primary and standby
databases are located on the same system, the
same default global name (consisting of the
database name, DB_NAME, and domain name,
DB_DOMAI N, parameters) will be in effect for
both databases.

Logical Optional. Use to specify the system global area

and (SGA) to stage the information read from the

physical online redo log files. The more SGA that is
available, the more information that can be

staged.
Logical Optional. Increase the SORT_AREA_SI ZE size
and (default size is 65536 bytes) to improve the

physical efficiency of large sorts. See also Section 8.2.
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Table 11-1 (Cont.) Initialization Parameters for Instances in a Data Guard Configuration

Parameter

Primary Standby
Role? Role?

Notes and Recommendations

STANDBY_ARCHI VE_DEST=
filespec

STANDBY_FI LE_MANAGEMENT =
{AUTO] MANUAL}

USER _DUMP_DEST = directory_
path_name_of trace_file

No Logical
and
physical

Yes Logical
and
physical

Yes Logical
and
physical

Optional. Specify the location of archived redo
log files on the standby database. The STANDBY _
ARCHI VE_DEST initialization parameter
overrides the directory location specified with
the LOG_ARCHI VE_DEST_n parameter.
STANDBY_ARCHI VE_DEST and LOG_ARCHI VE_
FORMAT are concatenated to generate fully
qualified log filenames. See Section 5.7.1.

Set the STANDBY_FI LE_MANAGEMENT parameter
to AUTOso that when data files are added to or
dropped from the primary database,
corresponding changes are made in the standby
database without manual intervention. If the
directory structures on the primary and standby
databases are different, you must also set the DB_
FI LE_NAVME_CONVERT initialization parameter
to convert the filenames of one or more sets of
datafiles on the primary database to filenames on
the standby database. See Example 3-2 for more
information and examples.

Required if you specify the LOG_ARCHI VE_
TRACE parameter. The USER_DUMP_DEST
specifies the path name for a directory where the
server will write debugging trace files. See
Appendix E.
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LOG_ARCHIVE _DEST n Parameter
Attributes

This chapter provides syntax, values, and information on validity for the archival
attributes of the LOG_ARCHI VE_DEST _n initialization parameter. The following list
shows the attributes:

AFFIRM and NOAFFIRM

ALTERNATE and NOALTERNATE
ARCH and LGWR

DB_UNIQUE_NAME and NODB_UNIQUE_NAME
DELAY and NODELAY

DEPENDENCY and NODEPENDENCY
LOCATION and SERVICE
MANDATORY and OPTIONAL
MAX_FAILURE and NOMAX_FAILURE
NET_TIMEOUT and NONET_TIMEOUT
QUOTA_SIZE and NOQUOTA_SIZE
QUOTA_USED and NOQUOTA_USED
REGISTER and NOREGISTER

REOPEN and NOREOPEN

SYNC and ASYNC

TEMPLATE and NOTEMPLATE
VALID_FOR

VERIFY and NOVERIFY

Each LOG_ARCHI VE_DEST _n destination you define must contain either a
LOCATI ONor SERVI CE attribute to specify a local disk directory or a remotely
accessed database, respectively.

See Chapter 5 for information about defining LOG_ARCHI VE_DEST _n destinations
to set up log transport services.
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Changing Destination Attributes

12.1 Changing Destination Attributes

You can set and dynamically update most of the attribute values of the LOG _
ARCHI VE_DEST_n and the LOG_ARCHI VE_DEST_STATE_n parameters using the
ALTER SYSTEM SET and ALTER SESSI ON statements. Table 12-1 lists the
attributes that can be changed using an ALTER SYSTEMor ALTER SESSI ON
statement.

Table 12-1 Changing Destination Attributes Using SQL

Attribute ALTER SYSTEM | ALTER SESSION
[ NO| AFFI RM Yes Yes
[ NO ALTERNATE=destination Yes Yes
ARCH Yes Yes
ASYNC[ =blocks] Yes No
[ NO DELAY Yes Yes
[ NO DEPENDENCY=destination Yes No
LGAR Yes No
LOCATI ON=local_disk_directory Yes Yes
MANDATCORY Yes Yes
[ N MAX_FAI LURE=count Yes No
OPTI ONAL Yes Yes
[ NO NET_TI MEQUT][ =seconds] Yes No
[ NO QUOTA_SI ZE=blocks Yes No
[ NO QUOTA_USED=blocks Yes No
[ N REG STER Yes Yes
[ NO REOPEN][ =seconds] Yes Yes
SERVI CE=net_service_name Yes Yes
[ NO| DB_UNI QUE_NAME Yes No
SYNC] =PARALLEL| NOPARALLEL] Yes Yes
[ N TEMPLATE=filename_template Yes Yes
VALI D_FOR Yes Yes
[ N VERI FY Yes Yes
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Viewing Current Settings of Destination Initialization Parameters

The modifications take effect after the next log switch on the primary database. For
example, to defer log transport services from transmitting redo data to the remote
standby database named bost on, issue the following statements on the primary
database:

SQL> ALTER SYSTEM SET LOG ARCH VE_DEST 2=' SERVI CE=bost on
2> VALI D_FOR=( ONLI NE_LOGFI LES, PRI MARY_ROLE) ' ;
SQL> ALTER SYSTEM SET LOG ARCH VE_DEST STATE 2=DEFER

When updating attribute values in this way, you can incrementally change one or
more additional attributes without having to re-specify the entire parameter value.
For example, the following statements set a REOPEN attribute for the LOG_

ARCHI VE_DEST _2 destination, and set multiple attributes for the LOG_ARCHI VE__
DEST _1 destination incrementally on separate lines:

ALTER SYSTEM SET LOG_ARCH VE_DEST 1=' LOCATI ON/ ar chi/ chi cago/ ' ;
ALTER SYSTEM SET LOG_ARCH VE_DEST 2=' REOPEN=60' ;
ALTER SYSTEM SET LOG_ARCH VE_DEST 1=' OPTI ONAL' ;

Because specifying the LOCATI ON or SERVI CE attribute causes the destination
initialization parameter to be reset to its default values, note that the SERVI CE or
LOCATI ON attribute must be specified only on the first line. The statements are
nonincremental because the LOG_ARCHI VE_DEST_1 destination is reset each time:

ALTER SYSTEM SET LOG ARCHI VE_DEST_1=' LOCATI ON=/ ar chl/ chi cago/ RECPEN=60";
ALTER SYSTEM SET LOG_ARCHI VE_DEST 1=' LOCATI ON=/ ar chl/ chi cago/ ' ;
To clear a previously entered destination specification, enter a null value:

LOG ARCHI VE_DEST 1=' LOCATI ON=/ ar chi/ chi cago/
LOG ARCHI VE_DEST 1=""

12.2 Viewing Current Settings of Destination Initialization Parameters

Query the VSARCHI VE_DEST view to see current settings of the LOG_ARCHI VE_
DEST_n initialization parameter.

Note: Do not use the VEPARAMVETER view to determine the value
of the LOG_ARCHI VE_DEST _n parameter. The V$PARAVETER view
shows only the last specified value for each parameter, which in the
case of an incremental modification, is not representative of the
actual LOG_ARCHI VE_DEST_n parameter value.
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AFFIRM and NOAFFIRM

AFFIRM and NOAFFIRM

The AFFI RM and NOAFFI RMattributes control whether synchronous or
asynchronous network 1/0 is used to write redo data to a remote standby redo log

file or archived redo log file:

« AFFI RM—ensures all disk 1/0 to the archived redo log files or standby redo log
files at the standby destination is performed synchronously and completes
successfully before online redo log files on the primary database can be reused.
The AFFI RMattribute is required to achieve no data loss.

«  NOAFFI RM—indicates all disk 1/0 to archived redo log files and standby redo
log files is to be performed asynchronously; online redo log files on the primary
database can be reused before the disk 1/0 on the standby destination

completes.

Note: The AFFI RMand NOAFFI RMattributes apply only to
archived redo log files and standby redo log files on remote
standby destinations and have no effect on disk 1/0 for the
primary database’s online redo log files.

If neither the AFFI RMnor the NOAFFI RMattribute is specified, the default is

NCAFFI RM
Category AFFIRM NOAFFIRM
Datatype of the attribute Keyword Keyword

Minimum attribute value

Not applicable

Not applicable

Maximum attribute value

Not applicable

Not applicable

Default attribute value

Not applicable

Not applicable

Requires attributes ...

Not applicable

Not applicable

Conflicts with attributes ...

NOAFFI RM

AFFI RM

Attribute class

ALTER SESSI ONand
ALTER SYSTEM

ALTER SESS| ONand
ALTER SYSTEM

Corresponding
V$ARCH VE_DEST column

AFFI RM

AFFI RM
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AFFIRM and NOAFFIRM

AFFIRM

NOAFFIRM

Category AFFIRM NOAFFIRM
Related VSARCHI VE_DEST ASYNC_BLOCKS ASYNC_BLOCKS
column

The AFFI RMattribute indicates all disk 1/0 to archived redo log files and standby
redo log files is to be performed synchronously, even when the redo data is
transmitted to a remote standby database. The AFFI RMattribute can be specified
with either the LOCATI ON or SERVI CE attributes for archival operations to local or
remote destinations.

This attribute has the potential to affect primary database performance, as follows:

«  When you specify the LGAR and AFFI RMattributes, the log writer process
synchronously writes the redo data to disk, control is not returned to the user
until the disk 1/0 completes, and online redo log files on the primary database
might not be reusable until archiving is complete.

«  When you specify the ARCH and AFFI RMattributes, ARCn processes
synchronously write the redo data to disk, the archival operation might take
longer, and online redo log files on the primary database might not be reusable
until archiving is complete.

«  When you specify the ASYNC and AFFI RMattributes, performance is not
affected.

Query the AFFI RMcolumn of the V$ARCHI VE_DEST fixed view to see whether or
not the AFFI RMattribute is being used for the associated destination.

Note: When the primary database is in the maximum protection
or maximum availability mode, destinations using the log writer
process are automatically placed in AFFI RMmode.

See also the SYNC and ASYNC attributes on page 12-43.

The NOAFFI RMattribute indicates that all disk 1/0 to archived redo log files and
standby redo log files is to be performed asynchronously; the LGWR process on the
primary database does not wait until the disk 1/0 completes before continuing. The
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NOAFFI RMattribute can be specified with either the LOCATI ONattribute for local
destinations and with the SERVI CE attribute for remote destinations.

Examples
The following example shows the AFFI RMattribute for a remote destination.

LOG ARCHI VE_DEST 3=' SERVI CE=st byl LGAR SYNC AFFI RM
LOG ARCHI VE_DEST STATE_3=ENABLE
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ALTERNATE and NOALTERNATE

These attributes control whether or not an alternate destination is used when the
original archiving destination fails:

« ALTERNATE—defines an alternate archiving destination.

« NOALTERNATE—prevents archiving to an alternate destination.

If neither the ALTERNATE nor the NOALTERNATE attribute is specified, the default is
NOALTERNATE. If the NOALTERNATE attribute is specified, or if no alternate
destination is specified, the destination does not automatically change to another

destination upon failure.

Category

ALTERNATE=LOG_
ARCHIVE_DEST n

NOALTERNATE

Datatype of the attribute

String value

Keyword

Minimum attribute value

Not applicable

Not applicable

Maximum attribute value

Not applicable

Not applicable

Default attribute value

None

Not applicable

Requires attributes ...

Not applicable

Not applicable

Conflicts with attributes ...

NOALTERNATE

ALTERNATE

Attribute class

ALTER SYSTEM and ALTER
SYSTEM

ALTER SESSI ONand
ALTER SYSTEM

column

Corresponding ALTERNATE ALTERNATE
V$ARCH VE_DEST column
Related V$ARCHI VE_DEST | STATUS STATUS

ALTERNATE=LOG_ARCHIVE_DEST _n

The ALTERNATE attribute specifies another LOG_ARCHI VE_DEST_n destination
that will be used if archival operations to the original destination fails. An alternate
destination can reference either a local or remote archiving destination. For
example, the following parameter specifies that if the LOG_ARCHI VE_DEST 1
destination fails, archival operations will automatically switch to the LOG_

ARCHI VE_DEST_2 destination.
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LOG_ARCHI VE_DEST_1=' LOCATI ON/ di sk1 MANDATORY ALTERNATE=LOG ARCHI VE_DEST 2'
LOG_ARCHI VE_DEST_STATE_1=ENABLE

LOG_ARCHI VE_DEST _2=' LOCATI ON=/ di sk2 MANDATORY'

LOG_ARCHI VE_DEST_STATE_2=ALTERNATE

You can specify only one alternate destination for each LOG_ARCHI VE_DEST_n
parameter. An alternate destination is used when the transmission of redo data
from the primary site to the standby site fails. If it fails and the REOPEN attribute is
specified with a value of zero (0), or NOREOPEN is specified, archival operations will
attempt to transmit redo data to the alternate destination the next time redo data is
archived.

A destination can also be in the ALTERNATE state; this state is specified using the
LOG_ARCHI VE_DEST_STATE_n initialization parameter. The ALTERNATE state
defers processing of the destination until such time as another destination failure
automatically enables this destination, if the alternate destination attributes are
valid. See Section 5.2.2 for information about the LOG_ARCHI VE_DEST_STATE n
parameter.

Figure 12-1 shows a scenario where redo data is archived to a local disk device. If
the original destination device becomes full or unavailable, the archival operation is
automatically redirected to the alternate destination device.

Figure 12-1 Archival Operation to an Alternate Destination Device

...........

..............

Original b 4 Alternate Original Alternate
Destination ' 1 Destination Destination Destination
Device L. 4 Device Device Device

The REOPEN attribute takes precedence over the ALTERNATE attribute. The alternate
destination is used only if one of the following is true:
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«  The NOREOPEN attribute is specified.
« Avalue of zero (0) is specified for the REOPEN attribute.

« A nonzero REOPEN attribute and a nonzero MAX_FAI LURE count were
exceeded.

The ALTERNATE attribute takes precedence over the MANDATORY attribute. This
means that a destination fails over to a valid alternate destination even if the current
destination is mandatory.

The following table shows the attribute precedences for standby destinations. In the
left-most column, a 1 indicates highest precedence; 4 indicates lowest precedence.

Precedence Attribute

1 MAX_FAI LURE
2 RECPEN

3 ALTERNATE

4 MANDATORY

The use of a standby database as the target of an alternate destination should be
carefully handled. Ideally, a standby alternate destination should only be used to
specify a different network route to the same standby database system.

If no enabled destination references the alternate destination, the alternate
destination is implied to be deferred, because there is ho automatic method of
enabling the alternate destination.

An alternate destination can be manually enabled at runtime. Conversely, an
alternate destination can be manually deferred at runtime. See Oracle Database
Administrator's Guide for more information about changing initialization parameter
settings using SQL at runtime.

There is no general pool of alternate standby destinations. Ideally, for any enabled
destination, the database administrator should choose an alternate destination that
closely mirrors that of the referencing destination, although that is not required.

Each enabled destination can have its own alternate destination. Conversely, several
enabled destinations can share the same alternate destination. This is known as an
overlapping set of destinations. Enabling the alternate destination determines the
set to which the destination belongs.
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NOALTERNATE

Examples

Increasing the number of enabled destinations decreases the number of available
alternate archiving destinations.

Note: An alternate destination is enabled for the next archival
operation. There is no support for enabling the alternate destination
in the middle of the archival operation because that would require
rereading already processed blocks, and so forth. This is identical to
the REOPEN attribute behavior.

Any destination can be designated as an alternate given the following restrictions:
« At least one local mandatory destination is enabled.

«  The number of enabled destinations must meet the defined LOG_ARCHI VE_
M N_SUCCEED DEST parameter value.

« A destination cannot be its own alternate.

Destinations defined using the SQL ALTER SESSI ONstatement do not activate an
alternate destination defined at the system level. Conversely, system-defined
destinations do not activate an alternate destination defined at the session level.

If the REOPEN attribute is specified with a nonzero value, the ALTERNATE attribute
is ignored. If the MAX_FAI LURE attribute is also specified with a nonzero value, and
the failure count exceeds the specified failure threshold, the ALTERNATE destination
is enabled. Therefore, the ALTERNATE attribute does not conflict with a nonzero
REOPEN attribute value.

Use the NOALTERNATE attribute of the LOG_ARCHI VE_DEST _n parameter to
prevent the original destination from automatically changing to an alternate
destination when the original destination fails.

In the sample initialization parameter file in Example 12-1, LOG_ARCHI VE_DEST 1
automatically fails over to LOG_ARCHI VE_DEST_2 on the next archival operation if
an error occurs or the device becomes full.

Example 12-1 Automatically Failing Over to an Alternate Destination

LOG ARCHI VE_DEST 1=
* LOCATI ON=/ di sk1 MANDATORY NORECPEN ALTERNATE=LOG ARCHI VE_DEST 2'
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LOG_ARCHI VE_DEST_STATE_1=ENABLE
LOG_ARCHI VE_DEST 2=' LOCATI ON=/ di sk2 MANDATORY'
LOG_ARCHI VE_DEST_STATE_2=ALTERNATE

The sample initialization parameter file in Example 12-2 shows how to define an
alternate Oracle Net service name to the same standby database.

Example 12-2 Defining an Alternate Oracle Net Service Name to the Same Standby
Database

LOG ARCHI VE_DEST_1=' LOCATI ON=/ di sk1 MANDATGRY'

LOG_ARCH VE_DEST_STATE 1=ENABLE

LOG_ARCH VE_DEST 2=' SERVI CE=st by1_pat h1 NOREOPEN OPTI ONAL ALTERNATE=LOG ARCH VE DEST 3'
LOG_ARCH VE_DEST_STATE 2=ENABLE

LOG_ARCH VE_DEST 3=' SERVI CE=st by1_pat h2 NOREOPEN GPTI ONAL'

LOG ARCH VE_DEST_STATE_3=ALTERNATE
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ARCH and LGWR

The optional ARCHand LGAR attributes specify the process that will perform
archival operations:

« ARCH—the archiver processes (ARCn) are responsible for transmitting redo data
to archival destinations.

« LGAR—the log writer process (LGWR) is responsible for transmitting redo data
to archival destinations.

By default, archiving is performed by ARCn processes; you must explicitly specify
the LGWR attribute for log transport services to use the LGWR process. Although
you cannot specify both LGWR and ARCn processes for the same destination, you
can choose to use the log writer process for some destinations, while archiver
processes transmit redo data for other destinations.

If you change a destination’s current archival process (for example, from the ARCn
process to the LGWR process), archival processing does not change until the next
log switch occurs.

If neither the ARCH or LGAR attribute is specified, the default is ARCH.

Category ARCH LGWR

Datatype of the attribute Keyword Keyword

Minimum attribute value Not applicable Not applicable

Maximum attribute value Not applicable Not applicable

Default attribute value Not applicable Not applicable

Requires attributes ... Not applicable Not applicable

Conflicts with attributes ... LGAR ASYNC, NET_TI MEQUT | ARCH

Attribute class ALTER SESSI ONand ALTER | ALTER SYSTEM
SYSTEM

Corresponding ARCHI VER ARCHI VER

V$ARCHI VE_DEST column

Rellated V$ARCHI VE_DEST | PROCESS, SCHEDULE PROCESS, SCHEDULE

columns
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ARCH

LGWR

Example

See the LOCATION and SERVICE attributes for information about controlling the
transmission of redo data to local and remote standby destinations.

The ARCH attribute indicates that archiver processes (ARCn) will transmit the
current redo data to the associated destination when a redo log switch occurs on the
primary database. As redo data is transmitted to the standby system, the RFS
process writes the redo data to the archived redo log file and to the standby redo log
file, if implemented. The ARCH attribute is the default setting.

When the ARCH attribute is specified for the destination, log transport services only
perform synchronous network transmission. An error message is returned if you
specify the ARCHand ASYNC attributes together.

The LGAR attribute indicates that redo data is transmitted to the standby destination
by the background LGWR process at the same time as it writes to the online redo
log file on the primary database. As redo data is generated for the primary
database, it is also propagated to the standby system where the RFS process writes
the redo data to either a standby redo log file or an archived redo log file.

However, when you specify either the LGAR and ASYNC attributes or the LGAR and
SYNC=PARALLEL attributes, the LGWR process uses a Network Server (LNS)
process that transmits the redo data to the standby destination on behalf of the
LGWR process. See Section 5.3.2 for more information.

When transmitting redo data to remote destinations, the LGWR process establishes
a network connection to the destination instance. Because the redo data is
transmitted concurrently, the redo data is not retransmitted to the corresponding
destination during the archival operation. If a destination running in maximum
availability or maximum performance mode fails, the destination automatically
reverts to using the ARCn process until the problem is corrected.

The following example shows the LGAR attribute with the LOG_ARCHI VE_DEST n
parameter. Section 5.3 provides more examples using these attributes.

LOG_ARCHI VE_DEST 3=' SERVI CE=denver LGAR
LOG_ARCHI VE_DEST_STATE_3=ENABLE
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DB_UNIQUE_NAME and NODB_UNIQUE_NAME

The DB_UNI QUE_NAME attribute specifies the database unique name for this
destination. The DB_UNI QUE_NANE attribute must match the value that was
defined originally for this database with the DB_UNI QUE_NANME initialization

parameter.

There is no default value for this attribute.

Category

DB_UNIQUE_NAME=name

NODB_UNIQUE_NAME

Datatype of the attribute

String

String

Minimum attribute value

Not applicable

Not applicable

Maximum attribute value

Not applicable

Not applicable

Default attribute value

Not applicable

NODB_UNI QUE_NAVE

Requires attributes ...

Not applicable

Not applicable

Conflicts with attributes ...

NODB_UNI QUE_NANME

DB_UNI QUE_NAVE

Attribute class

ALTER SYSTEM

ALTER SYSTEM

Corresponding V$ARCHI VE_
DEST column

DB_UNI QUE_NAVE

DB_UNI QUE_NAVE

Related VSARCHI VE_DEST
column

DB_UNI QUE_NAVE

DB_UNI QUE_NAVE

DB_UNIQUE_NAME=name

The DB_UNI QUE_NAME=name attribute must match the DB_UNI QUE_NAME
initialization parameter of the database identified by the destination. If the LOG _
ARCHI VE_CONFI G=DG_CONFI G parameter is not specified, the DB_UNI QUE_NAME
attribute is optional. If the LOG_ARCHI VE_CONFI G=DG_CONFI Gparameter is

specified, the DB_UNI QUE_NANE

attribute:

« Isrequired for remote destinations (specified with the SERVI CE attribute) and
must match one of the DB_UNI QUE_NANME values in the DG_CONFI Glist.
Furthermore, log transport services validates that the DB_UNI QUE_NAME of the
database at the specified destination matches the DB_UNI QUE_NANME attribute
or the connection to that destination is refused.
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« Is optional for local destinations (specified with the LOCATI ON attribute).
However, when you specify a local destination, the name you specify with the
DB_UNI QUE_NAME attribute must match the name specified for the database’s
DB_UNI QUE_NAME initialization parameter.

NODB_UNIQUE_NAME

Example

If you specify the NODB_UNI QUE_NANME attribute and the LOG_ARCHI VE_CONFI G
parameter is not defined, this will reset the database unique name for the
destination. That is, the NODB_UNI QUE_NAME attribute clears any value that you
previously specified with the DB_UNI QUE_NAME attribute. The NODB_UNI QUE
NANME attribute is not valid if the LOG_ARCHI VE_CONFI Gparameter is defined.

The following example is a portion of a text initialization parameter file showing
how to specify the DB_UNI QUE_NAME attribute on the LOG_ARCHI VE_DEST _n
parameter. The definitions for the DB_UNI QUE_NAME and the LOG_ARCHI VE
CONFI Ginitialization parameters are provided to add clarity.

In the example, the DB_UNI QUE_NAME for this database is boston (DB_UNI QUE_
NAME=bost on), which is also specified with the DB_UNI QUE_NAME attribute on the
LOG_ARCHI VE_DEST_1 parameter. The DB_UNI QUE_NAME attribute on the LOG _
ARCHI VE_DEST_2 parameter specifies the chi cago destination. Both bost on and
chi cago are listed in the LOG_ARCHI VE_CONFI G=DG_CONFI G parameter.

DB_UN QUE_NAME=bost on

LOG_ARCH VE_CONFI G=' DG_CONFI G=( chi cago, bost on, denver)"'

LOG ARCHI VE_DEST_1=' LOCATI ON=/ archl/ VALID FOR=( ALL_LOGFI LES, ALL_ROLES) DB _UNI QUE_
NAME=bost on'

LOG ARCHI VE_DEST_STATE_1=ENABLE

LOG_ARCHI VE_DEST_2=' SERVI CE=Sal es_DR VALI D_FOR=( ONLI NE_LOGFI LES, PRI MARY_ROLE) DB_UN QUE_
NAVE=chi cago’

LOG ARCHI VE_DEST_STATE_2=ENABLE
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DELAY and NODELAY

When log apply services are enabled on a physical standby database, redo data is
written to archived redo log files or standby redo log files and then applied (except
when real-time apply is enabled which allows Data Guard to recover redo data
from the current standby redo log file as it is being filled up). However, a DELAY
attribute, which specifies a time lag between archiving redo data on the standby site
and applying the archived redo log file to the standby database, may be used to
protect the standby database from corrupted or erroneous primary data.

Note: You can set this attribute only for physical standby
databases. To delay the application of archived redo log files on a
logical standby databases, use the DBVMS_LOGSTDBY. APPLY_SET
procedure as described in PL/SQL Packages and Types Reference.

If neither the DELAY nor the NODELAY attribute is specified, the default is NODELAY.

Category DELAY[=minutes] NODELAY
Datatype of the attribute Numeric Keyword
Minimum attribute value 0 minutes Not applicable
Maximum attribute value Unlimited Not applicable
Default attribute value 30 minutes Not applicable
Requires attributes ... SERVI CE Not applicable

Conflicts with attributes ...

LOCATI ON, NODELAY

DELAY

Attribute class

ALTER SESSI ONand
ALTER SYSTEM

ALTER SESSI ONand
ALTER SYSTEM

column

Corresponding DELAY_M NS DELAY_M NS
V$ARCHI VE_DEST column
Related V$ARCHI VE_DEST | DESTI NATI ON DESTI NATI ON

DELAY[=minutes]

Use the DELAY attribute of the LOG_ARCHI VE_DEST _n initialization parameter to
specify a time lag for the application of archived redo log files to the physical
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NODELAY

standby database. The DELAY attribute does not affect the transmittal of redo data
to the physical standby destination. If you have real-time apply enabled, any delay
that you set will be ignored.

Note: Changes to the DELAY attribute take effect the next time
redo data is archived. In-progress archiving is not affected.

The DELAY attribute indicates the archived redo log files at the standby destination
are not available for recovery until the specified time interval has expired. The time
interval is expressed in minutes, and it starts when the redo data is successfully
transmitted to and archived at the standby site.

You can use the DELAY attribute to set up a configuration where multiple standby
databases are maintained in varying degrees of synchronization with the primary
database. For example, assume primary database A supports standby databases B,
C, and D. Standby database B is set up as the disaster recovery database and
therefore has no time lag. Standby database C is set up to protect against logical or
physical corruption, and is maintained with a 2-hour delay. Standby database D is
maintained with a 4-hour delay and protects against further corruption.

You can override the specified delay interval at the standby site. To immediately
apply an archived redo log file to the standby database before the time interval
expires, use the NODELAY keyword of the RECOVER MANAGED STANDBY
DATABASE clause. For example:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE NCDELAY;

When you specify the NODELAY attribute and Redo Apply is enabled on the
physical standby database, archived redo log files are applied when a log switch
occurs on the primary database.

See Oracle Database SQL Reference for information about the DELAY attribute on the
ALTER DATABASE RECOVER MANAGED STANDBY DATABASE statement.
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Examples

The following example shows the DELAY attribute with the LOG_ARCHI VE_DEST n
parameter.

LOG_ARCHI VE_DEST 3=' SERVI CE=st byl DELAY=240'
LOG_ARCHI VE_DEST_STATE_3=ENABLE
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DEPENDENCY and NODEPENDENCY

The DEPENDENCY attribute transmits redo data to a destination that then shares its

archived redo log files among multiple standby databases.

= DEPENDENCY—defines one archival destination to receive redo data on behalf

of several destinations.

«  NODEPENDENCY—specifies there is no dependency on the success or failure of
an archival operation to another destination.

The transmission of redo data to the remote destination makes the child destinations
dependent upon the success or failure of an archival operation to the parent

destination.

If neither the DEPENDENCY nor the NODEPENDENCY attribute is specified, the

default is NODEPENDENCY.

Category

DEPENDENCY=destination

NODEPENDENCY

Datatype of the attribute

String value

Keyword

Minimum attribute value

Not applicable

Not applicable

Maximum attribute value

Not applicable

Not applicable

Default attribute value

Not applicable

Not applicable

Requires attributes ...

SERVI CE, REA STER

Not applicable

Conflicts with attributes ...

NODEPENDENCY, LOCATI ON,
NOREGH STER, QUOTA_SI ZE,

QUOTA_USED

DEPENDENCY

Attribute class

ALTER SYSTEM

ALTER SYSTEM

Corresponding
V$ARCHI VE_DEST column

DEPENDENCY

DEPENDENCY

Related V$ARCHI VE_DEST
columns

Not applicable

Not applicable

DEPENDENCY=destination

Specify the DEPENDENCY attribute to define a local destination, a physical standby
database, or a logical standby database. Specifying a destination dependency can be
useful in the following configurations:
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« The standby database and the primary database are on the same node.
Therefore, the archived redo log files are implicitly accessible to the standby
database.

« Clustered file systems provide remote standby databases with access to the
primary database archived redo log files.

«  Operating system-specific network file systems provide remote standby
databases with access to the primary database archived redo log files.

« Mirrored disk technology provides transparent networking support across
geographically remote distances.

« Multiple standby databases are on the same remote system, sharing access to
common archived redo log files.

In these situations, although a physical archival operation does not occur for the
dependent destination, the standby database needs to know the location of the
archived redo log files. This allows the standby database to access the archived redo
log files when they become available.

Consider the case of a two-node cluster where a primary node shares access to the
destination with the standby node through a mirrored disk device. This
configuration, where you maintain a local standby database, is useful for
off-loading ad hoc queries and reporting functions.

The primary database archives an online redo log file locally and, upon successful
completion, the archived redo log file is immediately available to the standby
database for Redo Apply by a physical standby database. This does not require a
physical remote archival operation for the standby destination. In this case, two
destinations are used: one for local archiving and another for archiving at the
standby site. The standby destination is not valid unless the primary destination
succeeds. Therefore, the standby destination has a dependency upon the success or
failure of the local destination.

Restrictions
The DEPENDENCY attribute has the following restrictions:

« Only standby destinations can have a dependency.

« The parent destination can be either a local or standby destination.
« The DEPENDENCY attribute cannot be modified at the session level.
« The REG STERAattribute is required.

« The SERVI CE attribute is required.
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When one or more destinations are dependent upon the same parent destination, all
attributes of the dependent destinations still apply to that destination. It appears as
if the archival operation was performed for each destination, when only one
archival operation actually occurred.

Consider, for example, that two standby databases are dependent upon the same
parent destination. You can specify different DELAY attributes for each destination,
which enables you to maintain a staggered time lag between the primary database
and each standby database.

Similarly, a dependent destination can specify an alternate destination, which itself
might or might not be dependent on the same parent destination.

Note: Dependent destinations do not participate in a Data Guard
no-data-loss environment.

NODEPENDENCY

Examples

Specifies there is no dependency on the success or failure of an archival operation to
another destination.

One reason to use the DEPENDENCY attribute is if the standby database is on the
same site as the primary database. Using this configuration, you only need to
archive the redo data once and, because the standby database resides on the local
system, it can access the same archived redo log files. The following is an example
of the LOG_ARCHI VE_DEST_n parameters in this scenario:

# Set up the mandatory |ocal destination:

#

LOG_ARCHI VE_DEST_1=" LOCATI ON=/ or acl e/ dbs/ MANDATORY'

LOG_ARCH VE_DEST_STATE_1=ENABLE

#

# Set up the dependent standby database that resides on the [ocal system
#

LOG_ARCHI VE_DEST_2=' SERVI CE=dest 2 DEPENDENCY=LOG _ARCHI VE_DEST 1 OPTI ONAL'
LOG_ARCH VE_DEST_STATE_2=ENABLE

Another reason to use the DEPENDENCY attribute is if two standby databases reside
on the same system. The parent and child standby databases can be any mix of
physical and logical standby databases. The following is an example of this
scenario:
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# Set up the mandatory |ocal destination:

#

LOG_ARCHI VE_DEST_1=' LOCATI ON=/ or acl e/ dbs/ MANDATCRY'

LOG_ARCHI VE_DEST_STATE_1=ENABLE

#

# Set up the rempte standby database that will receive the redo data:

#

LOG_ARCHI VE_DEST_2=" SERVI CE=dest 2 OPTI ONAL'

LOG_ARCHI VE_DEST_STATE_2=ENABLE

#

# Set up the renote standby database that resides on the sane systemas, and is
# dependent on, the first standby database:

#

LOG_ARCHI VE_DEST_3=" SERVI CE=dest 3 DEPENDENCY=LOG _ARCHI VE_DEST_2 OPTI ONAL'
LOG_ARCHI VE_DEST_STATE_3=ENABLE
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LOCATION and SERVICE

Each destination must specify either the LOCATI ON or the SERVI CE attribute to
identify either a local disk directory or a remote database destination where log
transport services can transmit redo data. For each Data Guard configuration, you
must specify at least one local disk directory with the LOCATI ON attribute. This
ensures the local archived redo log files are accessible should media recovery of the
primary database be necessary. You can specify up to nine additional local or
remote destinations. Specifying remote destinations with the SERVI CE attribute
ensures Data Guard can maintain a transactionally consistent remote copy of the
primary database for disaster recovery.

Either the LOCATI ON or the SERVI CE attribute must be specified. There is no
default. The LOCATI ON attribute conflicts with QUOTA S| ZE and QUOTA USED
only when the USE_DB_RECOVERY_FI LE_DEST value is specified on the
LOCATI ON attribute.

LOCATION=local_disk_directory or

Category USE_DB_RECOVERY_FILE_DEST | SERVICE=net_service_name
Datatype String value String value
Minimum Not applicable Not applicable

attribute value

Maximum
attribute value

Not applicable

Not applicable

Default attribute
value

Not applicable

Not applicable

Requires
attributes. . .

Not applicable

Not applicable

Conflicts with
attributes ...

SERVI CE, DELAY, DEPENDENCY,
NOREG STER, ASYNC, TEMPLATE,
NET_TI MEOUT, QUOTA_SI ZE,

QUOTA_USED

LOCATI ON, QUOTA_USED,
QUOTA_SI ZE

Attribute class

ALTER SESSI ONand ALTER
SYSTEM

ALTER SESSI ONand ALTER
SYSTEM

Corresponding
V$ARCHI VE_
DEST column

DESTI NATI ON

DESTI NATI ON
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LOCATION=local_disk_directory or
Category USE_DB_RECOVERY_FILE_DEST | SERVICE=net_service_name
Related TARGET TARGET
V$ARCHI VE_
DEST column

Note: If you are specifying multiple attributes, specify the
LOCATI ON or SERVI CE attribute first in the list of attributes.

To verify the current settings for LOCATI ONand SERVI CE, query the VSARCHI VE
DEST fixed view:

« The TARGET column of the V$ARCHI VE_DEST fixed view identifies if the
destination is local or remote to the primary database.

« The DESTI NATI ON column of the V$ARCHI VE_DEST fixed view identifies the
values that were specified for a destination. For example, the destination
parameter value specifies the Oracle Net service name identifying the remote
Oracle instance where the archived redo log files are located.

LOCATION=local_disk_directory
When you specify a LOCATI ON attribute, you can specify one of the following:
« LOCATI ON=local_disk_directory

This specifies a valid path name for a disk directory on the system that hosts the
database. Each destination that specifies the LOCATI ON attribute must identify
a unique directory path name. This is the local destination for archived redo log
files.

Local destinations indicate that the archived redo log files are to reside within
the file system that is accessible to the local database. Local archived redo log
files remain physically within the primary database namespace. The destination
parameter value specifies the local file system directory path where the log files
are copied.

. LOCATI ON=USE_DB_RECOVERY_FI LE_DEST

To configure a flash recovery area, you specify the directory, file system, or
Oracle Storage Manager disk group that will serve as the flash recovery area
using the DB_RECOVERY_FI LE_DEST initialization parameter. If no local
destinations are defined, Data Guard implicitly uses the LOG_ARCHI VE_DEST _
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10 destination as the default disk location for the flash recovery area and for
storing the archived redo log files. See Section 5.2.3 for more information about
flash recovery areas.

Note: When you issue the ALTER DATABASE ARCHI VELOG
statement to enable the archival process, it automatically derives
the local archiving destination from the LOCATI ON attribute of the
LOG_ARCHI VE_DEST_n parameter.

SERVICE=network_service_name

Examples

You identify remote destinations by specifying the SERVI CE attribute with a valid
Oracle Net service name (SERVI CE=net_service_name) that identifies the remote
Oracle database instance to which the redo data will be sent.

Transmitting redo data to a remote destination requires a network connection and
an Oracle database instance associated with the remote destination to receive the
incoming redo data.

The Oracle Net service name that you specify with the SERVI CE attribute is
translated into a connection descriptor that contains the information necessary for
connecting to the remote database.

See Oracle Net Services Administrator's Guide for details about setting up Oracle Net
service names.

The following example shows the LOCATI ON attribute with the LOG_ARCHI VE_
DEST_n parameter:

LOG_ARCHI VE_DEST_2=" LOCATI ON=/ di sk1/ or acl e/ or adat a/ payrol | / arch/'

LOG ARCHI VE_DEST_STATE_2=ENABLE

The following example shows the SERVI CE attribute with the LOG_ARCHI VE_
DEST_n parameter:

LOG ARCHI VE_DEST 3=' SERVI CE=st by1'
LOG ARCHI VE_DEST STATE_3=ENABLE
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MANDATORY and OPTIONAL

You can specify a policy for reusing online redo log files using the OPTI ONAL or
MANDATORY attributes. If a destination is optional, archiving to that destination may
fail, yet the online redo log file is available for reuse and may be overwritten
eventually. If the archival operation of a mandatory destination fails, online redo log
files cannot be overwritten.

If neither the MANDATORY nor the OPTI ONAL attribute is specified, the default is
OPTI ONAL. At least one destination must succeed even if all destinations are
designated to be optional.

Category MANDATORY OPTIONAL
Datatype of the attribute Keyword Keyword
Minimum attribute value Not applicable Not applicable
Maximum attribute value Not applicable Not applicable
Default attribute value Not applicable Not applicable
Requires attributes ... Not applicable Not applicable
Conflicts with attributes ... OPTI ONAL MANDATCRY
Attribute class ALTER SESSI ONand ALTER SESSI ONand
ALTER SYSTEM ALTER SYSTEM
Corresponding Bl NDI NG Bl NDI NG
V$ARCHI VE_DEST column
Related V$ARCHI VE_DEST Not applicable Not applicable
columns

The LOG_ARCHI VE_M N_SUCCEED DEST=n parameter (where n is an integer
from 1 to 10) specifies the number of destinations that must archive successfully
before the log writer process can overwrite the online redo log files. All mandatory
destinations and non-standby optional destinations contribute to satisfying the
LOG_ARCHI VE_M N_SUCCEED DEST=n count. For example, you can set the
parameter as follows:

# Dat abase nust archive to at |east two |ocations before
# overwriting the online redo log files.
LOG ARCHI VE_M N_SUCCEED DEST = 2
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MANDATORY

OPTIONAL

Examples

When determining how to set your parameters, note that:
« This attribute does not affect the data protection mode for the destination.

« You must have at least one local destination, which you can declare OPTI ONAL
or MANDATORY.

At least one local destination is operationally treated as mandatory, because the
minimum value for the LOG_ARCH VE_M N_SUCCEED DEST parameter is 1.

« The failure of any mandatory destination, including a mandatory standby
destination, makes the LOG_ARCHI VE_M N_SUCCEED DEST parameter
irrelevant.

« ThelLOG ARCHI VE_M N _SUCCEED DEST parameter value cannot be greater
than the number of destinations, nor greater than the number of mandatory
destinations plus the number of optional local destinations.

« If you defer a mandatory destination, and the online redo log file is overwritten
without transferring the redo data to the standby site, then you must transfer
the redo log file to the standby site manually.

The Bl NDI NG column of the VEARCHI VE_DEST fixed view specifies how failure
affects the archival operation.

Specifies that the transmission of redo data to the destination must succeed before
the local online redo log file can be made available for reuse.

Specifies that successful transmission of redo data to the destination is not required
before the online redo log file can be made available for reuse. If the value set for
the LOG_ARCHI VE_M N_SUCCEED_DEST parameter (that defines the minimum
number of destinations that must receive redo data successfully before the log
writer process on the primary database can reuse the online redo log file) is met, the
online redo log file is marked for reuse.

The following example shows the MANDATORY attribute;

LOG_ARCHI VE_DEST 1=' LOCATI ON/ ar ch/ dest  MANDATCRY'
LOG_ARCHI VE_DEST_STATE_1=ENABLE

LOG_ARCHI VE_DEST 3=' SERVI CE=denver MANDATCRY'
LOG_ARCHI VE_DEST_STATE_3=ENABLE
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MAX_FAILURE and NOMAX_FAILURE

These attributes control the number of times log transport services will attempt to
reestablish communication to a failed destination.

«  MAX_FAIl LURE—the maximum number of reopen attempts before the primary
database permanently gives up on the standby database.

«  NOVAX_FAI LURE—allows an unlimited number of consecutive attempts to
transport archive redo log files to the failed destination.

If neither the MAX_FAI LURE nor the NOVAX_FAI LURE attribute is specified, the
default is NOVAX_FAI LURE.

Category MAX_FAILURE=count NOMAX_FAILURE
Datatype of the attribute Numeric Keyword
Minimum attribute value 0 Not applicable
Maximum attribute value None Not applicable
Default attribute value None Not applicable
Requires attributes ... RECPEN Not applicable
Conflicts with attributes ... NOVAX_FAI LURE MAX_FAI LURE
Dynamically changed by ALTER SYSTEM ALTER SYSTEM
SQL statement. . .

Corresponding MAX_FAI LURE MAX_FAI LURE
V$ARCHI VE_DEST column

Related V$ARCHI VE_DEST FAI LURE_COUNT, REOPEN_ | Not applicable
columns SECS

MAX_FAILURE=count

The MAX_FAI LURE attribute specifies the maximum number of consecutive times
log transport services attempt to transmit redo data to a failed destination. It limits
the number of times log transport services attempt to reestablish communication
and resume sending redo data to a failed destination. When you specify the MAX
FAI LURE attribute, you must also set the REOPEN attribute to limit the number of
consecutive attempts that will be made to reestablish communication with a failed
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destination. Once the specified number of consecutive attempts is exceeded, the
destination is treated as if the NOREOPEN attribute was specified.

Using this attribute, you can provide failure resolution for destinations to which
you want to retry transmitting redo data after a failure, but not retry indefinitely.
When you specify the MAX_FAI LURE attribute, you must also set the REOPEN
attribute to specify how often archiving is retried to the particular destination.

To Limit the Number of Retry Attempts If you set both the MAX_FAI LURE and
REOPEN attributes to nonzero values, log transport services limits the number of
archival attempts to the number of times specified by the MAX_FAI LURE attribute.
Each destination contains an internal failure counter that tracks the number of
consecutive archival failures that have occurred. You can view the failure count in
the FAI LURE_COUNT column of the V$ARCHI VE_DEST fixed view. The related
column RECPEN_SECS identifies the REOPEN attribute value.

If an archival operation fails for any reason, the failure count is incremented until:
« The failure no longer occurs and archiving resumes.

« The failure count is greater than or equal to the value set for the MAX_FAI LURE
attribute.

Note: Once the failure count for the destination reaches the
specified MAX_FAI LURE attribute value, the only way to reuse the
destination is to modify the MAX_FAI LURE attribute value or any
attribute. This has the effect of resetting the failure count to zero (0).

=« Youissue the ALTER SYSTEM SET statement to dynamically change the MAX
FAI LURE attribute (or any other destination attribute). The failure count is reset
to zero (0) whenever the destination is modified by an ALTER SYSTEM SET
statement. This avoids the problem of setting the MAX_FAI LURE attribute to a
value less than the current failure count value.

Note: Runtime modifications made to the destination, such as
changing the QUOTA USED attribute, do not affect the failure count.

Once the failure count is greater than or equal to the value set for the MAX_FAI LURE
attribute, the REOPEN attribute value is implicitly set to the value zero (0), which
causes log transport services to transport redo data to an alternate destination
(defined with the ALTERNATE attribute) on the next archival operation.
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To Attempt Archival Operations Indefinitely Log transport services attempt to
archive to the failed destination indefinitely if you do not specify the MAX_FAI LURE
attribute (or if you specify MAX_FAI LURE=0 or the NOVAX_FAI LURE attribute), and
you specify a nonzero value for the REOPEN attribute. If the destination has the
MANDATORY attribute, the online redo log file is not reusable in the event of a
repeated failure.

NOMAX_FAILURE

Specify the NOVAX_FAI LURE attribute to allow an unlimited number of archival
attempts to the failed destination.

The NOVAX_FAI LURE attribute is equivalent to specifying MAX_FAI LURE=0.

Examples

The following example allows log transport services up to three consecutive
archival attempts, tried every 5 seconds, to the ar c_dest destination. If the
archival operation fails after the third attempt, the destination is treated as if the
NOREOPEN attribute was specified.

LOG ARCHI VE_DEST 1=' LOCATI ON=/ arc_dest RECPENE5 MAX_FAI LURE=3'
LOG ARCHI VE_DEST STATE_1=ENABLE
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NET_TIMEOUT and NONET_TIMEOUT

The NET_TI MEQUT and NONET_TI MEQUT attributes determine how long the log
writer process waits before terminating the network connection:

« NET_TI MEOUT—specifies the number of seconds the log writer process on the
primary system waits for status from the network server (LNSn) process before
terminating the network connection.

«  NONET_TI MEQUT — reverses or undoes the timeout value that was previously
specified with the NET_TI MEOUT attribute.

If you do not specify the NET_TI MEQUT attribute (or if you specify the NONET _
TI MEQUT attribute), the primary database can potentially stall. To avoid this
situation, specify a small, nonzero value for the NET_TI MEQUT attribute so the
primary database can continue operation after the user-specified timeout interval
expires when waiting for status from the network server.

If neither the NET_TI MEQUT nor the NONET_TI MEQUT attribute is specified, the
default is NONET_TI MEQUT.

Category NET_TIMEOUT=seconds NONET_TIMEOUT
Datatype of the attribute Numeric Not applicable
Minimum attribute value 1 Not applicable
Maximum attribute value 1200 Not applicable
Default attribute value 180 seconds Not applicable
Requires attributes ... LGAR with SYNC=PARALLEL or Not applicable
LGARwith ASYNC > 0
Conflicts with attributes ... ARCH, LOCATI ON, NONET_TI MEQUT, | NET_TI MEQUT
LGAR with SYNC=NOPARALLEL,
LGAR with ASYNC=0
Attribute class ALTER SYSTEM ALTER SYSTEM
Corresponding NET_TI MEQUT NET_TI MEQUT
V$ARCHI VE_DEST column
Related V$ARCHI VE_DEST Not applicable Not applicable
column

1 Although a minimum value of 1 second is allowed, Oracle recommends 8 to 10 seconds as a minimum
to avoid false errors and disconnection from the standby database.
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NET _TIMEOUT=seconds

The NET_TI MEQUT attribute is used only when the log writer process transmits
redo data using a network server (LNSn) process and when either the ASYNC or the
SYNC=PARALLEL attribute is specified.

The log writer process waits for the specified amount of time to receive status about
the network 1/0. If there is a possible network disconnection, even one that was
terminated due to a network timeout, the log writer process automatically tries to
reconnect to the standby database to resolve network brownouts and false network
terminations. Typically, except when the network is physically broken, the log
writer process can successfully reconnect to the network. The reconnection attempts
continue for a period of time that depends on the following factors:

The value of the NET_TI MEQUT attribute on the primary database.

The value of the Oracle Net EXPI RE_TI ME parameter or keep alive intervals on
the standby databases.

Even though the network connection might be terminated on the primary
database, the network connection remains active on the standby database until
the corresponding TCP/IP network timers expire. For this reason, you need to
coordinate the setting for the NET_TI MEQOUT attribute on the primary database
with the setting of the Oracle Net EXPI RE_TI ME parameter on each standby
database.

Note: In general, you should set the Oracle Net EXPI RE_TI ME
parameter on the standby systems to expire before the timeout
period specified by the NET_TI MEQUT attribute on the primary
system. The EXPI RE_TI ME parameter is expressed in minutes.

The protection mode of the primary database, which determines the maximum
amount of time that the reconnection will take. Use the following time estimates
as a guideline for how long the log writer process will try to reconnect to the
standby database:

— In maximum protection mode, the log writer process tries to reconnect for
approximately 5 minutes.

— In maximum availability mode, the log writer process tries to reconnect for
approximately 15 seconds.

— In maximum performance mode, the log writer process tries to reconnect
for approximately 15 seconds.
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For example, a primary database operating in the maximum availability protection
mode with a NET_TI MEQUT attribute value set to 60 seconds and an EXPI RE_TI ME
of 1 minute could actually take a minimum of 1 minute to connect or up to 3
minutes to terminate the connection to the standby database.

Caution: Be careful to specify a reasonable value for the NET _

TI MEQUT attribute when running in maximum protection mode. A
false network failure detection might cause the primary instance to
shut down.

Without careful coordination of the timeout parameter values on the primary and
standby systems, it is possible that the primary system might detect a network
problem and disconnect, while the standby database might not recognize the
network disconnection if its default network timeout values are too high. If the
network timers are not set up properly, subsequent attempts by the log writer
process on the primary database to attach to the standby database will fail because
the standby database has not yet timed out and the broken network connection still
appears to be valid. See Oracle Net Services Administrator's Guide.

NONET_TIMEOUT

Examples

The NONET_TI MEQUT attribute implies the log writer process waits for the default
network timeout interval established for the system. The default network timeout
interval differs from system to system.

The following example shows how to specify a 40-second network timeout value on
the primary database with the NET_TI MEQUT attribute.

LOG_ARCHI VE_DEST 2=' SERVI CE=st byl LGWR NET_TI MEOUT=40 SYNC=PARALLEL'
LOG_ARCHI VE_DEST_STATE_2=ENABLE
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QUOTA_SIZE and NOQUOTA_SIZE

The QUOTA_SI ZE and the NOQUOTA_SI ZE attributes of the LOG_ARCHI VE_DEST_
n parameter indicate the maximum number of 512-byte blocks of physical storage
on a disk device that can be used by a local destination.

If neither the QUOTA_SI ZE nor the NOQUOTA_SI ZE attribute is specified, the
default is NOQUOTA _SI ZE. The LOCATI ON attribute conflicts with QUOTA S| ZE
and QUOTA_USED only when the USE_DB_RECOVERY_FI LE_DEST value is
specified on the LOCATI ON attribute.

Category QUOTA_SIZE=blocks NOQUOTA_SIZE
Datatype of the attribute Numeric Keyword
Minimum attribute value 0 blocks Not applicable
Maximum attribute value Unlimited blocks Not applicable
Default attribute value Not applicable Not applicable
Requires attributes ... LOCATI ON Not applicable
Conflicts with attributes ... NOQUOTA_SI ZE, QUOTA_SI ZE
DEPENDENCY, SERVI CE,
LOCATI ON
Attribute class ALTER SYSTEM ALTER SYSTEM
Corresponding QUOTA_SI ZE QUOTA_SI ZE
V$ARCHI VE_DEST column
Rellated V$ARCH VE_DEST | QUOTA USED QUOTA_USED
column

QUOTA._SIZE=blocks

The QUOTA_SI ZE attribute indicates the maximum number of 512-byte blocks of
physical storage on a disk device that might be used by a local destination. The
value is specified in 512-byte blocks even if the physical device uses a different
block size. The optional suffix values K, M, and G represent thousand, million, and
billion, respectively (the value 1K means 1,000 512-byte blocks).

A local archiving destination can be designated as being able to occupy all or some
portion of the physical disk. For example, in a Real Application Clusters
environment, a physical archived redo log file’s disk device might be shared by two
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or more separate nodes (through a clustered file system, such as is available with
Sun Clusters). As there is no cross-instance initialization parameter knowledge,
none of the Real Application Clusters nodes is aware that the archived redo log
file’s physical disk device is shared with other instances. This can lead to significant
problems when the destination disk device becomes full; the error is not detected
until every instance tries to archive to the already full device. This affects database
availability.

For example, consider an 8-gigabyte (GB) disk device / dev/ ar c_dest thatis
further subdivided into node-specific directories: node_a, node_b, and node_c.
The DBA could designate that each of these instances is allowed to use a maximum
of 2 GB, which would allow an additional 2 GB for other purposes. This scenario is
shown in Figure 12-2.

Figure 12-2 Specifying Disk Quota for a Destination

Instance
B

l

Overflow Space———
—

No instance uses more than its allotted quota.

The quota is common to all users of the destination, including foreground archival
operations, archiver processes, and even the log writer process.

Oracle highly recommends that the ALTERNATE attribute be used in conjunction
with the QUOTA_SI ZE attribute. However, this is not required.

See also the ALTERNATE and NOALTERNATE attributes on page 12-7.
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NOQUOTA_SIZE

Use of the NOQUOTA _SI ZE attribute, or the QUOTA_SI ZE attribute with a value of
zero (0), indicates that there is unlimited use of the disk device by this destination;
this is the default behavior.

Examples

The following example shows the QUOTA_SI ZE attribute with the LOG_ARCHI VE_
DEST_n parameter.

LOG ARCHI VE_DEST 4=' QUOTA S| ZE=100K
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QUOTA_USED and NOQUOTA_USED

The QUOTA USEDand the NOQUOTA USED attributes of the LOG_ARCHI VE_DEST _n
parameter identify the number of 512-byte blocks of data that were archived on a
specified destination.

If neither the QUOTA_USED nor the NOQUOTA _USED attribute is specified, the
default is NOQUOTA USED. The QUOTA USED attribute has a default value of zero
(0) for remote archival destinations. The LOCATI ON attribute conflicts with QUOTA _
SI ZE and QUOTA_USED only when the USE_DB_RECOVERY_FI LE_DEST value is
specified on the LOCATI ON attribute.

Category QUOTA_USED=blocks NOQUOTA_USED
Datatype of the attribute Numeric Keyword
Minimum attribute value 0 blocks Not applicable

Maximum attribute value Unlimited blocks Not applicable

Default attribute value Not applicable Not applicable

Requires attributes ... LOCATI ON Not applicable
Conflicts with attributes ... NOQUOTA_USED, QUOTA_USED
DEPENDENCY, SERVI CE,
LOCATI ON
Attribute class ALTER SYSTEM ALTER SYSTEM
Corresponding QUOTA_USED QUOTA_USED
V$ARCHI VE_DEST column
Related V$ARCHI VE_DEST | QUOTA_SI ZE QUOTA_SI ZE

column

QUOTA_USED=blocks

The QUOTA _USED attribute identifies the number of 512-byte blocks of data that
were archived on the specified local destination. The value is specified in 512-byte
blocks even if the physical device uses a different block size. The optional suffix
values K, M, and G represent thousand, million, and billion, respectively (the value
1K means 1,000 512-byte blocks).

This attribute cannot be modified at the session level.
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If you specify a QUOTA_SI ZE attribute value greater than zero (0) for a destination,
but do not specify a QUOTA USED attribute value in the database initialization
parameter file, the QUOTA USED attribute value is automatically determined when
the database is initially mounted. The QUOTA USED attribute value defaults to the
actual number of blocks residing on the local archiving destination device. If the
calculated QUOTA USED attribute value exceeds the QUOTA_SI ZE attribute value,
the QUOTA_SI ZE attribute value is automatically adjusted to reflect the actual
storage used. This automatic calculation of the QUOTA_USED value applies only to
local archiving destinations.

Note: The runtime value of the QUOTA USED attribute changes
automatically as archival operations are started. The QUOTA USED
attribute value is automatically preallocated against the destination
guota size. You do not need to change the value of this attribute.

If, at runtime, you dynamically modify the QUOTA_SI ZE attribute value, but not the
QUOTA _USED attribute value, the QUOTA USED attribute value is not automatically
recalculated.

For local destinations, the QUOTA USED attribute value is incremented at the start of
an archival operation. If the resulting value is greater than the QUOTA_SI ZE
attribute value, the destination status is changed to FULL, and the destination is
rejected before the archival operation begins.

The QUOTA_SI ZE and QUOTA _USED attributes are very important because they can
be used together to detect a lack of disk space before the archival operation begins.
Consider the case where the QUOTA_SI ZE attribute value is 100K and the QUOTA _
USED attribute value is 100K also. The destination status is VALI D at this point.
However, an attempt to archive 1 block results in the QUOTA USED attribute value
being changed to 101K, which exceeds the QUOTA_SI ZE attribute value. Therefore,
the destination status is changed to FULL, and the destination is rejected before the
archival operation begins.

NOQUOTA_USED

Specifies that an unlimited number of blocks of data can be archived on a specified
destination.

Examples

Data Guard automatically sets this value. You do not need to change the value of
the QUOTA _USED and the NOQUOTA USED attributes.
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REGISTER and NOREGISTER

REGISTER

The REA STER and the NOREG STER attributes of the LOG_ARCHI VE_DEST n
parameter indicate if the location of the archived redo log file is to be recorded at
the destination site.

If neither the REG STER nor the NOREG STER attribute is specified, the default is
REQ STER

Category REGISTER NOREGISTER

Datatype of the attribute Keyword Keyword

Minimum attribute value Not applicable Not applicable

Maximum attribute value Not applicable Not applicable

Default attribute value Not applicable Not applicable

Requires attributes ... Not applicable SERVI CE

Conflicts with attributes ... NOREG STER, NOALTERNATE REG STER, LOCATI ON

Attribute class ALTER SESSI ONand ALTER ALTER SESSI ONand
SYSTEM ALTER SYSTEM

Corresponding DESTI NATI ON DESTI NATI ON

V$ARCHI VE_DEST column

Related $ARCHI VE_DEST TARGET TARGET

column

The REA STER attribute indicates that the location of the archived redo log file is to
be recorded at the corresponding destination.

For a physical standby destination, the name of the archived redo log file is
recorded in the destination database control file, which is then used by Redo Apply.

For a logical standby database, the name of the archived redo log file is recorded in
the tablespace maintained by the logical standby database control file, which is then
used by SQL Apply.

The REA STER attribute implies that the destination is a Data Guard standby
database.
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By default, the location of the archived redo log file, at a remote destination, is
derived from the destination’s STANDBY_ARCHI VE_DEST and LOG_ARCHI VE _
FORMAT initialization parameters.

Note: You can also set the REG STER attribute by executing the
SQL ALTER DATABASE REG STER LOGFI LE fil espec
statement on each standby database. See Section 7.2.2.1 for an
example of this SQL statement.

NOREGISTER

The optional NOREG STER attribute indicates the location of the archived redo log
file is not to be recorded at the corresponding destination. This setting pertains to
remote destinations only. The location of each archived redo log file is always
recorded in the primary database control file.

The NOREGQ STER attribute is required if the destination is a standby database that
is not part of a Data Guard configuration. (For example, the primary database
automatically transmits redo data to a standby database only if the standby
database is implemented in a Data Guard environment. If a standby database is not
established as a part of a Data Guard configuration, you must manually transfer log
files using some other means, such as with an operating system copy utility.)

Examples

The following example shows the REG STER attribute with the LOG_ARCHI VE_
DEST_n parameter.

LOG_ARCHI VE_DEST 5=' REG STER
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REOPEN and NOREOPEN

The REOPEN and the NORECOPEN attributes of the LOG_ARCHI VE_DEST_n parameter

specify the minimum number of seconds before the archiver processes (ARCn) or
the log writer process (LGWR) should try again to access a previously failed
destination. You can turn off the attribute by specifying NOREOPEN.

If neither the REOPEN nor the NOREOPEN attribute is specified, the default is

REOPEN.
Category REOPEN [=seconds] NOREOPEN
Datatype of the attribute Numeric Keyword
Minimum attribute value 0 seconds Not applicable

Maximum attribute value

Unlimited seconds

Not applicable

Default attribute value

300 seconds

Not applicable

Requires attributes ...

Not applicable

Not applicable

Conflicts with attributes ...

NOREGPEN

RECPEN

Attribute class

ALTER SESSI ONand
ALTER SYSTEM

ALTER SESSI ONand
ALTER SYSTEM

Corresponding REOPEN_SECS REOPEN_SECS
V$ARCHI VE_DEST column
Related V$ARCHI VE_DEST MAX_FAI LURE MAX_FAI LURE

column

REOPEN[=seconds]

REOPEN applies to all errors, not just connection failures. These errors include, but
are not limited to, network failures, disk errors, and quota exceptions.

If you specify REOPEN for an OPTI ONAL destination, it is still possible for the Oracle
database to overwrite online redo log files even if there is an error. If you specify
REOPEN for a MANDATORY destination, log transport services stall the primary
database when it is not possible to successfully transmit redo data. When this
situation occurs, consider the following options:

« Change the destination by deferring the destination, specifying the destination
as optional, or changing the SERVI CE attribute value.
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NOREOPEN

Examples

Specify an alternate destination.

Disable the destination.

When you use the REOPEN attribute, note that:

An archiver process or log writer process reopens a destination only when
starting an archival operation from the beginning of the log file and never
during a current operation. Archiving always starts copying the log file from
the beginning.

If a value was specified, or the default value was used, for the REOPEN attribute,
the archiving process checks if the time of the recorded error plus the REOPEN
interval is less than the current time. If it is, the archival operation to that
destination is retried.

You can control the number of times a destination will be retried after a log
archiving failure by specifying a value for the MAX_FAI LURE=count attribute of
the LOG_ARCHI VE_DEST _n initialization parameter.

If you specify NORECOPEN, the failed destination remains disabled until:

You manually reenable the destination.

You issue an ALTER SYSTEM SET or an ALTER SESSI ON SET statement with
the REOPEN attribute.

The instance is restarted.

The following example shows the REOPEN attribute with the
LOG_ARCHI VE_DEST_n parameter.

LOG ARCHI VE_DEST 3=' SERVI CE=st byl MANDATORY RECPEN=60'
LOG ARCHI VE_DEST STATE_3=ENABLE

12-42 Oracle Data Guard Concepts and Administration



SYNC and ASYNC

SYNC and ASYNC

The SYNC and the ASYNC attributes of the LOG_ARCHI VE_DEST_n parameter
specify that network 1/0 is to be done synchronously or asynchronously when
using the log writer process (LGWR).

Note:

When the primary database is in maximum protection

mode or maximum availability mode, destinations archiving to
standby redo log files and using the log writer process are
automatically placed in SYNC mode.

When you specify the LGAR attribute, but you do not specify either the SYNC or
ASYNC attribute, the default is SYNC=PARALLEL. When the ARCH attribute is
specified for the destination, only the SYNC attribute is valid; an error message is
returned if you specify the ARCHand ASYNC attributes together.

Category SYNCJ[=parallel_option] ASYNCJ[=blocks]
Datatype of the attribute Keyword Numeric
Minimum attribute value Not applicable 0

Maximum attribute value Not applicable 102,400

Note: The actual allowable
value may be lower, depending
on your operating system. Data
Guard dynamically adjusts the
value down to an appropriate
number of blocks, if necessary.

Default attribute value

Not applicable

61,440

Requires attributes ...

Not applicable

LGAR

Conflicts with attributes ...

ASYNC

SYNC, LOCATI ON, ARCH

Attribute class

ALTER SESSI ONand
ALTER SYSTEM

ALTER SYSTEM

Corresponding
V$ARCH VE_DEST column

TRANSM T_MODE

TRANSM T_MODE

Related V$ARCHI VE_DEST
column

Not applicable

ASYNC_BLOCKS
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SYNC=PARALLEL

Note: If a destination is explicitly configured to use the LGWR
process (by specifying the LGAR attribute on the LOG_ARCHI VE
DEST n initialization parameter), but for some reason the log
writer process becomes unable to archive to the destination, then
log transport services will revert to using the ARCn process to
complete archival operations using the default (LOG_ARCHI VE_
LOCAL_FI RST=TRUE) behavior, even if you specify LOG _

ARCHI VE_LOCAL_FI RST=FALSE.

For example, if a standby database problem or a network problem
causes the LGWR process to fail, then the ARCn process will
complete the transmission of redo data to the remote destination.
Data Guard minimizes the effect on the primary database as much
as possible by archiving to the local destination first to ensure the
online redo log files are available to the LGWR process as quickly
as possible.

SYNC=NOPARALLEL

The SYNC attribute specifies that network 1/0 is to be performed synchronously for
the destination, which means that once the 1/0 is initiated, the LGWR process waits
for the 1/0 to complete before continuing. The SYNC attribute is one requirement
for setting up a no-data-loss environment, because it ensures the redo records are
successfully transmitted to the standby site before continuing.

If the LGWR process is defined to be the transmitter to multiple standby
destinations that use the SYNC attribute, the user has the option of specifying
SYNC=PARALLEL or SYNC=NOPARALLEL for each of those destinations.

If SYNC=NOPARALLEL is used, the LGWR process initiates an 1/0 to the first
destination and waits until it completes before initiating the 1/0 to the next
destination. Specifying SYNC=NOPARALLEL is the same as specifying ASYNC=0.

If SYNC=PARALLEL is used, the LGWR process submits the network 1/0
request to the LNSn process for that destination and waits for an
acknowledgment from the LNSn process. The LNSn process does not write the
redo data to a buffer, but immediately transmits it to the standby database, and
responds to the waiting LGWR process with status information about the
network 1/0.

Specifying SYNC=PARALLEL is useful when you have more than one
destination defined with the SYNC attribute. This is because the LGWR process
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uses a separate LNSn process for each destination. Thus, the LGWR issues 1/0
requests to the LNSn process that initiates the network 1/0 to multiple
destinations in parallel. Once the 170 is initiated, the LNSh processes wait for
all 170 requests to complete before continuing, and the LGWR waits for an
acknowledgment from all of the LNSn processes. This is, in effect, the same as
performing multiple, synchronous 1/0 requests simultaneously. When you
have more than one destination defined with the LGWR and SYNC attributes,
the use of SYNC=PARALLEL is likely to perform better than
SYNC=NOPARALLEL. See Figure 5-6 for an illustration of the LNSn process in a
Data Guard configuration.

Because the PARALLEL and NOPARALLEL qualifiers only make a difference if
multiple destinations are involved, Oracle recommends that all destinations use the
same value.

ASYNC[=blocks]

The ASYNC attribute specifies that network 170 is to be performed asynchronously
for the destination. You can optionally specify a block count (from 0 to 102,400) that
determines the size of the SGA network buffer to be used. The actual allowable
maximum value may be lower, depending on your operating system. Data Guard
dynamically adjusts the value down to an appropriate number of blocks, if
necessary.

With asynchronous processing, the LGWR process submits the network 170 request
to the LNSn process for that destination and then LGWR continues processing the
next request without waiting for the 1/0 to complete and without checking the
completion status of the 1/0. Use of the ASYNC attribute allows standby
environments to be maintained with little or no performance effect on the primary
database.

If the LNSn process is slow (for example, due to a slow network), it will result in the
LGWR process filling up the ASYNC buffer to its specified capacity, causing an
error during asynchronous archival operations. When this happens, the ARCn
process will eventually transmit the redo data based on the current values of the
REOPEN and MAX_FAI LURE attributes for the destination. See Figure 5-6 for an
illustration of the LNSn process in a Data Guard configuration.

When you use the ASYNC attribute, there are several events that cause the network
170 to be initiated:

« If the LGWR request exceeds the current available buffer space, the existing
buffer is transmitted to the standby database. The LGWR process waits until
sufficient buffer space can be reclaimed.
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« A primary database log switch forces any buffered redo data to be transmitted
to the standby database before the log switch completes.

« The primary database is shut down normally. An immediate shutdown of the
primary database results in the buffered redo data being discarded. A standby
database shutdown also causes the buffered redo data for that destination to be
discarded.

« The primary database has no redo activity for a period of time. The duration of
database inactivity is determined by the system, and you cannot modify it.

« If the rate of redo generation exceeds the runtime network latency and
sufficient space is available, then the LGWR request will be buffered.
Otherwise, the existing buffer is transmitted to the standby database. The
LGWR process waits until sufficient buffer space can be reclaimed.

Examples

The following example shows the SYNC attribute with the LOG_ARCHI VE_DEST _n
parameter.

LOG ARCHI VE_DEST 3=' SERVI CE=st byl LGAR SYNC
LOG ARCHI VE_DEST STATE_3=ENABLE

12-46 Oracle Data Guard Concepts and Administration



TEMPLATE and NOTEMPLATE

TEMPLATE and NOTEMPLATE

The TEMPLATE and the NOTEMPLATE attributes of the LOG_ARCHI VE_DEST n
parameter define a directory specification and format template for names of the
archived redo log files or standby redo log files at the standby destination. You can
specify these attributes in either the primary or standby initialization parameter file,
but the attribute applies only to the database role that is archiving.

The TEMPLATE attribute overrides the STANDBY _ARCHI VE_DEST and LOG _
ARCHI VE_FORMAT initialization parameter settings at the remote archive
destination.

The TEMPLATE and NOTEMPLATE attributes are valid only with remote destinations
(that is, destinations that are specified with the SERVI CE attribute).

Note: If used on a destination that also specifies the LGAR
attribute, rearchiving by the ARCn process does not use the
TEMPLATE specification. This is important for protected
destinations.

There is no default value for this attribute.

Category TEMPLATE=filename_template NOTEMPLATE
Datatype of the attribute String value Not applicable
Minimum attribute value Not applicable Not applicable
Maximum attribute value Not applicable Not applicable
Default attribute value Not applicable Not applicable
Requires attributes ... SERVI CE Not applicable
Conflicts with attributes ... NOTEMPLATE, LOCATI ON, TEMPLATE
REGQ STER=location_format
Attribute class ALTER SESSI ONand ALTER ALTER SESSI ON
SYSTEM and ALTER SYSTEM
Corresponding REMOTE_TEMPLATE REMOTE_TEMPLATE
V$ARCHI VE_DEST column
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Category TEMPLATE=filename_template NOTEMPLATE
Related V$ARCHI VE_DEST REGQ STER REQ STER
column

TEMPLATE=filename_template

Use the optional TEMPLATE attribute to define a directory specification and format
for archive redo log filenames or standby redo log filenames at the standby
destination. The definition is used to generate a filename that is different from the
default filename format defined by the STANDBY _ARCHI VE_DEST and LOG _
ARCHI VE_FORMAT initialization parameters at the standby destination.

The filename_template value of the TEMPLATE attribute must contain the %s, %t, and
%r directives that are described in Table 12-2.

Table 12-2 Directives for the TEMPLATE Attribute

Directive Description

%a Substitute the database activation ID.

YA Substitute the database activation ID, zero filled.
%l Substitute the database ID.

%W Substitute the database 1D, zero filled.

% Substitute the instance thread number.

2] Substitute the instance thread number, zero filled.
%s Substitute the log file sequence number.

%S Substitute the log file sequence number, zero filled.
%r Substitute the resetlogs ID.

%R Substitute the resetlogs ID, zero filled.

The filename_template value is transmitted to the standby destination, where it is
translated and validated before creating the filename.

If you do not specify the TEMPLATE attribute, the setting is the same as REG STER
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NOTEMPLATE
Use the optional NOTEMPLATE attribute to cancel a previously specified TEMPLATE
attribute and allow the filename format template defined by the STANDBY _
ARCHI VE_DEST and LOG_ARCHI VE_FORMAT initialization parameters take effect.
Examples

In the following example, pr my 1 transmits redo data to the remote destination,
st byl. The TEMPLATE attribute indicates that st by 1 is located in the directory
/usr/ oracl e/ prnyl with the pl_thread# sequence# resetlogs.dbf filename
format.

LOG_ARCHI VE_DEST_1=" SERVI CE=bost on MANDATORY REOPEN=5
TEMPLATE=/ usr/oracl e/ prnyl/pl % % _ % . dbf'
LOG_ARCHI VE_DEST_STATE_1=ENABLE
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VALID_FOR

The VALI D_FCRattribute of the LOG_ARCHI VE_DEST_n parameter identifies when
log transport services can transmit redo data to destinations based on the following
factors:

«  Whether the database is currently running in the primary or the standby role

«  Whether online redo log files, standby redo log files, or both are currently being
archived on the database at this destination

The default value for this attribute is VALI D_FOR=( ALL_LOGFI LES, ALL_

ROLES) .
Category VALID_FOR=(redo_log_type, database_role)
Datatype of the attribute String value
Minimum attribute value Not applicable
Maximum attribute value Not applicable
Default attribute value VALI D_FOR=( ALL LOGFILES, ALL_ROLES)
Note: Do not use the default value, VALI D_FOR=( ALL
LOGFI LES, ALL_ROLES), for logical standby databases.
See Section 5.4.1 and the scenario in Section 10.1.2 for
more information.
Requires attributes ... Not applicable
Conflicts with attributes ... Not applicable
Attribute class ALTER SESSI ONand ALTER SYSTEM
Corresponding VALI D_NOWVALI D_TYPE, and VALI D_RCLE
V$ARCHI VE_DEST columns
Related V$ARCHI VE_DEST Not applicable
column

To configure these factors for each LOG_ARCHI VE_DEST _n destination, you specify
this attribute with a pair of keywords: VALI D_FOR=(redo_log_type, database_role) :

« Theredo_log_type keyword identifies the destination as valid for archiving to
one of the following:
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— ONLI NE_LOGFI LE—This destination is valid only when archiving online
redo log files.

— STANDBY_LOGFI LE—This destination is valid only when archiving
standby redo log files.

— ALL_LOGFI LES— This destination is valid when archiving either online
redo log files or standby redo log files.

« The database_role keyword identifies the role in which this destination is valid
for archiving:

— PRI MARY_ROLE—This destination is valid only when the database is
running in the primary role.

— STANDBY_ROLE—This destination is valid only when the database is
running in the standby role.

— ALL_ROLES—This destination is valid when the database is running in
either the primary or the standby role.

Note: Both the single and plural forms of the keywords are valid.
For example, you can specify either PRI MARY _ROLE or PRI MARY _
ROLES, and ONLI NE_LOGFI LE or ONLI NE_LOGFI LES.

The following table shows the VALI D_FOR attribute values and the roles in which
each might be used.

Table 12-3 VALID_FOR Attribute Values

VALID_FOR Definition Primary Role Physical Standby Role Logical Standby Role
ONLI NE_LOGFI LE, PRI MARY_ROLE Active Inactive Invalid

ONLI NE_LOGFI LE, STANDBY_ROLE Inactive Invalid Active

ONLI NE_LOGFI LE, ALL_ROLES Active Invalid Active
STANDBY_LOGFI LE, PRI MARY_ROLE Error Error Error
STANDBY_LOGFI LE, STANDBY_ROLE Invalid Active Active
STANDBY_LOGFI LE ALL_ROLES Invalid Active Active

ALL_LOGFI LES, PRI MARY_ROLE Active Inactive Invalid

ALL_LOGFI LES, STANDBY_ROLE Invalid Active Active

ALL_LOGFI LES, ALL_ROLES Active Active Active
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Examples

Note: The VALI D_FOR=( STANDBY_LOGFI LE, PRI MARY_ROLE)
keyword pair is not possible; although it is valid to configure
standby redo log files on a primary database, a database that is
running in the primary role cannot use standby redo log files.

If you do not specify the VALI D_FOR attribute for a destination, by default,
archiving online redo log files and standby redo log files is enabled at the
destination, regardless of whether the database is running in the primary or the
standby role. This default behavior is equivalent to setting the ( ALL _

LOGFI LES, ALL_ROLES) keyword pair on the VALI D_FOR attribute. For example:

LOG_ARCHI VE_DEST_1=" LOCATI ON=/ di sk1/ or acl e/ or adat a/ payrol | / arch/ VALI D_FOR=( ALL_
LOGFI LES, ALL_ROLES)

Although the (ALL_LOGFI LES, ALL_ROLES) keyword pair is the default, it is not
appropriate for every destination. For example, if the destination is a logical
standby database, which is an open database that is creating its own redo data, the
redo data being transmitted by log transport services could potentially overwrite
the logical standby database’s local online redo log files.

Therefore, it is recommended that you define a VALI D_FOR attribute for each
destination so that your Data Guard configuration operates properly, including
after a role transition.

The VALI D_FOR attribute enables you to set up initialization parameters for the
primary and standby roles in the same initialization parameter file. Thus, it is not
necessary to maintain separate initialization parameter files when anticipating role
reversal in future switchovers or failovers.

Example 1
The following example shows the default VALI D_FOR keyword pair:

LOG ARCHI VE_DEST_1=' LOCATI ON=/ di sk1/ oracl e/ oradata VALI D FORs(ALL LOGFILES, ALL_ROLES)'

When this database is running in either the primary or standby role, destination 1
archives all log files to the / di sk1/ or acl e/ or adat a local directory location.

See the scenarios in Section 10.1 for detailed examples of various Data Guard
configurations using the VALI D_FOR attribute.
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VERIFY and NOVERIFY

VERIFY

The VERI FY and NOVERI FY attributes indicate whether or not an archiver (ARCn)
process should verify the correctness of the contents of a completed archived redo
log file.

« VERI FY—thoroughly scans and verifies the completed archived redo log files,
either local or remote, for correctness.

« NOVERI FY—indicates that the archived redo log file contents will not be
verified.

If neither the VERI FY nor the NOVERI FY attribute is specified, the default is
NOVERI FY.

Category VERIFY NOVERIFY
Datatype of the attribute Keyword Keyword
Minimum attribute value Not applicable Not applicable
Maximum attribute value Not applicable Not applicable
Default attribute value Not applicable Not applicable
Requires attributes ... Not applicable Not applicable
Conflicts with attributes ... NOVERI FY, LGAR VERI FY
Attribute class ALTER SYSTEM ALTER SYSTEM
Corresponding VERI FY VERI FY
V$ARCHI VE_DEST columns

Related V$ARCHI VE_DEST ARCHI VER ARCHI VER
column

Use the VERI FY attribute to scan and verify completed archived redo log files,
either local or remote, for correctness after successfully completing the archival
operation. The verification is significantly more thorough than the normal
checksum verification that is always performed; the redo verification may take a
substantial amount of time to complete. Consequently, archived redo log file
verification is performed only when using archiver processes. The use of the
VERI FY attribute may have an affect on primary database performance.
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NOVERIFY

The default value is NOVERI FY, which means that the archived redo log file will not
be verified. The NOVERI FY attribute indicates that normal checksum verification of
the archived redo log file will still be performed, but verification of the redo
contents will not be performed.
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12.3 Attribute Compatibility for Archive Destinations

The LOG_ARCHI VE_DEST _n initialization parameter has many attributes. Some of
these attributes conflict with each other. Some of the attributes require other

attributes to be defined. Table 124 lists the supported attributes and the
requirements associated with each one.

Table 12-4 LOG_ARCHIVE_DEST_n Attribute Compatibility

Attribute Requires... Conflicts with...
AFFI RM Not applicable NOAFFI RM
NOAFFI RM Not applicable AFFI RM
ALTERNATE=destination | Not applicable NOALTERNATE
NOALTERNATE Not applicable ALTERNATE
ARCH Not applicable LGAR

ASYNC

NET_TI MEQUT
ASYNC] =blocks] LGAR SYNC

LOCATI ON

ARCH

DB_UNI QUE_NAVE

DB_UNI QUE_NAVE

NODB_UNI QUE_NAME

NODB_UNI QUE_NANE

Not applicable

Not applicable

DELAY SERVI CE LOCATI ON
NODELAY
NODELAY Not applicable DELAY
DEPENDENCY SERVI CE LOCATI ON
REG STER NODEPENDENCY
NOREG STER
QUOTA_SI ZE
QUOTA_USED
NODEPENDENCY Not applicable DEPENDENCY
LGAR Not applicable ARCH
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Table 12-4 (Cont.) LOG_ARCHIVE_DEST_n Attribute Compatibility

Attribute

Requires...

Conflicts with...

LOCATI ON

Not applicable

SERVI CE

DEPENDENCY

REGQ STER=location_format
NOREQ STER

DELAY

ASYNC

NET_TI MEOQUT

TEMPLATE

QUOTA_SI ZE and QUOTA_USED

MANDATCORY

Not applicable

OPTI ONAL

MAX_FAI LURE

REOPEN

NOVAX_FAI LURE

NOVAX_FAI LURE

Not applicable

MAX_FAI LURE

NET_TI MEOUT

LOGAR with SYNC=PARALLEL
or
LGARwith ASYNC > 0

ARCH

LOCATI ON

NONET_TI MEOUT

LGWR with SYNC=NOPARAL L EL

LGAR with ASYNC=0
NONET_TI MEQUT Not applicable NET_TI MEQUT
OPTI ONAL Not applicable MANDATORY
QUOTA_SI ZE LOCATI ON DEPENDENCY
SERVI CE
NOQUOTA_SI ZE
LOCATI ON
NOQUOTA_SI ZE Not applicable QUOTA_SI ZE
QUOTA_USED LOCATI ON DEPENDENCY
SERVI CE
NOQUOTA_USED
LOCATI ON
NOQUOTA_USED Not applicable QUOTA_USED
REGQ STER Not applicable NOALTERNATE
NOREQ STER
NOREGQ STER SERVI CE LOCATI ON
REGQ STER
REGQ STER=location_ DEPENDENCY LOCATI ON
format NOREQ STER
TEMPLATE
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Table 12-4 (Cont.) LOG_ARCHIVE_DEST_n Attribute Compatibility

Attribute Requires... Conflicts with...

RECPEN Not applicable NOREOPEN

NOREOPEN Not applicable RECOPEN

SERVI CE Not applicable LOCATI ON
QUOTA_USED
QUOTA_SI ZE

SYNC[ =parallel_option] | Not applicable ASYNC

TEMPLATE SERVI CE NOTEMPLATE
LOCATI ON

REGQ STER=location_format

NOTEMPLATE Not applicable TEMPLATE

VALI D_FCOR Not applicable Not applicable
VERI FY Not applicable NOVERI FY, LGAR
NOVERI FY Not applicable VERI FY

The LOCATI ON attribute conflicts with QUOTA S| ZE and QUOTA _USED attributes
only when USE_DB RECOVERY_FI LE_DEST is specified on the LOCATI ON

attribute.
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SQL Statements Relevant to Data Guard

This chapter summarizes the SQL and SQL*Plus statements that are useful for
performing operations on standby databases in a Data Guard environment. This
chapter includes the following topics:

« ALTER DATABASE Statements
« ALTER SESSION Statements

This chapter contains only the syntax and a brief summary of particular SQL
statements. You must refer to the.Oracle Database SQL Reference for complete syntax
and descriptions about these and other SQL statements

See Chapter 11 for a list of initialization parameters that you can set and
dynamically update using the ALTER SYSTEM SET or ALTER SESSI ON
statements.

13.1 ALTER DATABASE Statements

Table 13-1 describes ALTER DATABASE statements that are relevant to Data Guard.
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Table 13-1 ALTER DATABASE Statements Used in Data Guard Environments

ALTER DATABASE Statement

Description

ADD [STANDBY] LOGFI LE
[ THREAD integer]
[ GROUP integer] filespec

ADD [STANDBY] LOGFI LE MEMBER ‘filename’
[REUSE] TOlodfile-descriptor

[ADD] DROP] SUPPLEMENTAL LOG DATA
{ PRI MARY KEY| UNI QUE | NDEX} COLUWNS

COW T TO SW TCHOVER TO [ PRI MARY]

| [[ PHYSI CAL| LOGI CAL] [ STANDBY] ]
[WTH | WTHOUT] SESSI ON SHUTDOWN]
[VAIT | NOMAIT]

CREATE [PHYSI CAL | LOG CAL] STANDBY
CONTROLFI LE AS ‘filename' [ REUSE]

Adds one or more online redo log file groups or standby
redo log file groups to the specified thread, making the log
files available to the instance to which the thread is assigned.

See Section 8.3.5 for an example of this statement.

Adds new members to existing online redo log file groups or
standby redo log file groups.

See Section 5.7.3.2 for an example of this statement.

This statement is for logical standby databases only.

Use it to enable full supplemental logging before you create
a logical standby database. This is necessary because
supplemental logging is the source of change to a logical
standby database. To implement full supplemental logging,
you must specify either the PRI MARY KEY COLUMWNS or the
UNI QUE | NDEX COLUMNS keyword on this statement.

See Section 4.2.2.1 for an example of this statement.

Performs a switchover to:

«  Change the current primary database to the standby
database role

«  Change one standby database to the primary database
role.

Note: On logical standby databases, you must issue the
ALTER DATABASE PREPARE TO SW TCHOVER statement
to prepare the database for the switchover before you issue
the ALTER DATABASE COMWM T TO SW TCHOVER
statement.

See Section 7.2.1 and Section 7.3.1 for examples of this
statement.

Creates a control file to be used to maintain a physical or a
logical standby database. Issue this statement on the primary
database.

See Section 3.2.2 and Section 4.2.3.3 for examples of this
statement for physical and logical standby databases,
respectively.
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Table 13-1 (Cont.) ALTER DATABASE Statements Used in Data Guard Environments

ALTER DATABASE Statement

Description

DROP [STANDBY] LOGFI LE logfile_descriptor

DROP [STANDBY] LOGFI LE MEMBER ‘filename’

[NOJFORCE LOGG NG

MOUNT [STANDBY DATABASE]

OPEN

PREPARE TO SW TCHOVER

Drops all members of an online redo log file group or
standby redo log file group.

See Section 8.3.5 for an example of this statement.

Drops one or more online redo log file members or standby
redo log file members.

Controls whether or not the Oracle database logs all changes
in the database except for changes to temporary tablespaces

and temporary segments. The [ NO| FORCE LOGGE NGclause
is:

« Required for physical standby databases to prevent
inconsistent standby databases.

« Recommended for logical standby databases to ensure
data availability at the standby database.

The primary database must be mounted but not open when
you issue this statement. See Section 3.1.1 for an example of
this statement.

Mounts a standby database, allowing the standby instance to
receive redo data from the primary instance.

Opens a previously started and mounted database:

« Physical standby databases are opened in read-only
mode, restricting users to read-only transactions and
preventing the generating of redo data.

« Logical standby database are opened in read/write
mode.

See Step 5 in Section 4.2.4 for an example of this statement.

This statement is for logical standby databases only.

It prepares the primary database and the logical standby
database for a switchover by building the LogMiner
dictionary before the switchover takes place. After the
dictionary build has completed, issue the ALTER DATABASE
COW T TO SW TCHOVER statement to switch the roles of
the primary and logical standby databases.

See Section 7.3.1 for examples of this statements.
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Table 13-1 (Cont.) ALTER DATABASE Statements Used in Data Guard Environments

ALTER DATABASE Statement

Description

RECOVER MANAGED STANDBY DATABASE [
[ NO TI MEQUT| TI MEQUT [ integer] ]

[ NODELAY| DELAY [ integer] ]

[ DEFAULT DELAY]

[ DI SCONNECT]

[ NO EXPI RE| EXPI RE [ integer] ]

[ NEXT [integer]]

[ NOPARALLEL| PARALLEL [ integer] ]

[ THROUGH { ALL| NEXT| LAST SW TCHOVER]
[ THROUGH [ THREAD n] SEQUENCE n]

[ ALL ARCHI VELOG

[ FI NI SH [ SKI P[ STANDBY LOGFI LE]

[ NOWAI T| WAI T] ]

[ UNTI L CHANGE scn]

[ USI NG CURRENT LOGFI LE] ]

RECOVER MANAGED STANDBY DATABASE CANCEL
[[NOWAI T] | [WAI T] | [ | MVEDI ATE] ]

REG STER [ OR REPLACE]
[ PHYSI CAL| LOG CAL] LOGFI LE filespec

RESET DATABASE TO | NCARNATI ON i nt eger

SET STANDBY DATABASE TOMAXI M ZE
{PROTECTI ONJAVAI LABI LI TY] PERFORVANCE}

This statement is for physical standby databases only.

Use this statement to start and control log apply services for
physical standby databases. You can use the RECOVER
MANAGED STANDBY DATABASE clause on a physical
standby database that is mounted, open, or closed. This
clause provides many options to help you control Redo
Apply.

See Step 3 in Section 3.2.6 and Section 6.3 for examples of
this statement.

This statement cancels Redo Apply on a physical standby
database.

Allows the registration of manually archived redo log files.
See Section 5.8.4 for an example of this statement.

Resets the target recovery incarnation for the database from
the current incarnation to the prior incarnation.

Issue this statement on any primary database that is
mounted but not opened. Specifies one of the three data
protection modes for the Data Guard configuration. All three
modes provide a high degree of data protection, but they
differ in terms of the effect that each protection mode has on
the availability and performance of the primary database.
The

See Section 5.6.3 for an example of this statement.
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Table 13-1 (Cont.) ALTER DATABASE Statements Used in Data Guard Environments

ALTER DATABASE Statement

Description

START LOG CAL STANDBY APPLY
I NI TI AL [ scn-value] ]
[ NEW PRI MARY dblink]

{STOP]ABORT} LOG CAL STANDBY APPLY

ACTI VATE [ PHYSI CAL| LOG CAL] STANDBY
DATABASE [ SKI P [ STANDBY LOGFI LE]]

This statement is for logical standby databases only.

It starts SQL Apply on a logical standby database. See
Section 6.4.1 for examples of this statement.

This statement is for logical standby databases only.

Use the STOP clause to stop SQL Apply on a logical standby
database in an orderly fashion. Use the ABORT clause to stop
SQL Apply abruptly. See Section 7.3.2 for an example of this
statement.

Performs a failover in which the primary database is
removed from the Data Guard environment and one standby
database assumes the primary database role. The standby
database must be mounted before it can be activated with
this statement.

Note: Do not use the ALTER DATABASE ACTI VATE
STANDBY DATABASE statement to failover because it causes
data loss. Instead:

«  For physical standby databases, use the ALTER
DATABASE RECOVER MANAGED STANDBY DATABASE
statement with the FI Nl SHor FI NI SH SKI P
keywords, which perform the role transition as quickly
as possible with little or no data loss and without
rendering other standby databases unusable.

Note: The failover operation adds an end-of-redo
marker to the header of the last log file being archived
and sends the redo to all enabled destinations that are
valid for the primary role (specified with the VALI D_
FOR=( PRI MARY_RCLE, *_LOGFI LES) or the VALI D_
FOR=( ALL_ROLES, *_LOGFI LES) attributes).

«  For logical standby databases, use the ALTER
DATABASE PREPARE TO SW TCHOVERand ALTER
DATABASE COM T TO SW TCHOVER statements.

13.2 ALTER SESSION Statements

Table 13-2 describes an ALTER SESSI ON statement that is relevant to Data Guard.
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Table 13-2 ALTER SESSION Statement Used in Data Guard Environments

ALTER SESSION Statement Description

ALTER SESSI ON[ENABLE| DI SABLE] GUARD This statement is for logical standby databases only.

This statement allows privileged users to turn the database
guard on and off for the current session.

See Section 7.3.2 for an example of this statement.
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Views Relevant to Oracle Data Guard

This chapter describes the views that are significant in a Data Guard environment.
The view described in this chapter are a subset of the views that are available for

Oracle databases.

Table 14-1 describes the views and indicates if a view applies to physical standby
databases, logical standby databases, or primary databases.See Oracle Database
Reference for complete information about views.

Table 14-1 Views That Are Pertinent to Data Guard Configurations

View Database Description

DBA_LOGSTDBY_EVENTS Logical only Contains information about the activity of the logical
standby database system. It can be used to determine the
cause of failures that occur when SQL Apply is applying
redo to logical standby databases.

DBA_LOGSTDBY_LOG Logical only Shows the log files registered for logical standby databases.

DBA LOGSTDBY_NOT_UNI QUE  Logical only

DBA_LOGSTDBY_PARAMETERS  Logical only

DBA_LOGSTDBY_PROGRESS Logical only
DBA _LOGSTDBY_SKI P Logical only
DBA_ LOGSTDBY_SKI P_ Logical only
TRANSACTI ON

DBA LOGSTDBY_UNSUPPORTED Logical only

Identifies tables that have no primary and no non-null
unique indexes.

Contains the list of parameters used by SQL apply.

Describes the progress of SQL Apply on the logical standby
database.

Lists the tables that will be skipped by SQL Apply.

Lists the skip settings chosen.

Identifies the schemas and tables (and columns in those
tables) that contain unsupported datatypes. Use this view
when you are preparing to create a logical standby database.
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Table 14-1 (Cont.) Views That Are Pertinent to Data Guard Configurations

View Database Description

V$ARCH VE_DEST Primary, Describes, for the current instance, all of the destinations in
physical, and the Data Guard configuration, including each destination’s
logical current value, mode, and status.

Note: The information in this view does not persist across
an instance shutdown.

V$ARCHI VE_DEST_STATUS Primary, Displays runtime and configuration information for the
physical, and archived redo log destinations.
logical Note: The information in this view does not persist across

an instance shutdown.

V$ARCHI VE_GAP Physical and Displays information to help you identify a gap in the
logical archived redo log files.

V$ARCH VED_LOG Primary, Displays archive redo log information from the control file,
physical, and including names of the archived redo log files.
logical

V$DATABASE Primary, Provides database information from the control file.
physical, and
logical

V$DATABASE_| NCARNATI ON Primary, Displays information about all database incarnations. Oracle
physical, and Database creates a new incarnation whenever a database is
logical opened with the RESETL OGS option. Records about the

current and the previous incarnation are also contained in
the V$DATABASE view.

V$DATAFI LE Primary, Provides datafile information from the control file.
physical, and
logical

V$DATAGUARD _CONFI G Primary, Lists the unique database names defined with the DB_
physical, and UNI QUE_NAME and LOG_ARCHI VE_CONFI Ginitialization
logical parameters.

V$DATAGUARD_STATUS Primary, Displays and records events that would typically be
physical, and triggered by any message to the alert log or server process
logical trace files.

V$LOG Primary, Contains log file information from the online redo log files.
physical, and
logical

V$LOGFI LE Primary, Contains information about the online redo log files and
physical, and standby redo log files.
logical
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View Database Description
V$LOG HI STORY Primary, Contains log history information from the control file.
physical, and
logical
V$LOGSTDBY Logical only Provides dynamic information about what is happening
with SQL Apply. This view is very helpful when you are
diagnosing performance problems during SQL Apply on
the logical standby database, and it can be helpful for other
problems.
V$LOGSTDBY_STATS Logical only Displays LogMiner statistics, current state, and status
information for a logical standby database during SQL
Apply. If SQL Apply is not running, the values for the
statistics are cleared.
VSMANAGED STANDBY Physical only Displays current status information for Oracle database
processes related to physical standby databases.
Note: The information in this view does not persist across
an instance shutdown.
V$STANDBY_LOG Physical and Contains log file information from the standby redo log
logical files.
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A

Troubleshooting Data Guard

This appendix provides help troubleshooting a standby database. This appendix
contains the following sections:

Common Problems

Log File Destination Failures

Handling Logical Standby Database Failures
Problems Switching Over to a Standby Database
What to Do If SQL Apply Stops

Network Tuning for Redo Data Transmission
Managing Data Guard Network Timeout

Slow Disk Performance on Standby Databases

Log Files Must Match to Avoid Primary Database Shutdown

A.1 Common Problems

If you encounter a problem when using a standby database, it is probably because
of one of the following reasons:

Standby Archive Destination Is Not Defined Properly
Renaming Datafiles with the ALTER DATABASE Statement
Standby Database Does Not Receive Redo Data from the Primary Database

You Cannot Mount the Physical Standby Database
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A.1.1 Standby Archive Destination Is Not Defined Properly

If the STANDBY_ARCHI VE_DEST initialization parameter does not specify a valid
directory name on the standby database, the Oracle database will not be able to
determine the directory in which to store the archived redo log files. Check the
DESTI NATI ONand ERROR columns in the V$ARCHI VE_DEST view by entering the
following query and ensure the destination is valid:

SQ> SHECT DESTI NATION ERROR FROM VBARCH VE_DEST;

A.1.2 Renaming Datafiles with the ALTER DATABASE Statement

You cannot rename the datafile on the standby site when the STANDBY _FI LE
MANAGEMENT initialization parameter is set to AUTO. When you set the STANDBY _
FI LE_ MANAGEMENT initialization parameter to AUTO, use of the following SQL
statements is not allowed:

« ALTER DATABASE RENAME

« ALTER DATABASE ADD/ DROP LOGFI LE

« ALTER DATABASE ADD/ DROP STANDBY LOGFI LE MEMBER
« ALTER DATABASE CREATE DATAFI LE AS

If you attempt to use any of these statements on the standby database, an error is
returned. For example:

SQL> ALTER DATABASE RENAME FILE '/diskl/oracl e/ oradata/payroll/t_db2.1og" to 'dummy';
alter database renane file '/diskl/oracle/oradatal/payroll/t_db2.10g" to 'dummy'

*

ERROR at line 1:
ORA-01511: error in renamng | og/data files
ORA-01270: RENAME operation is not allowed if STANDBY_FILE MANAGEMENT is auto

See Section 8.3.1 to learn how to add datafiles to a physical standby database.
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A.1.3 Standby Database Does Not Receive Redo Data from the Primary Database

If the standby site is not receiving redo data, query the V$ARCHI VE_DEST view and
check for error messages. For example, enter the following query:

SQ.> SELECT DEST_ID "I D",
2> STATUS "DB_status”,
3> DESTI NATI ON "Archi ve_dest",

4> ERROR "Error"

5> FROM V$ARCH VE_DEST WHERE DEST_| D <=5;

ID DB status Archive_dest Error

VALI D /vobs/ oracl e/ work/ arc_dest/arc

ERROR st andby1

I NACTI VE
| NACTI VE
5 rows sel ected.

1
2
3 I NACTIVE
4
5

ORA-16012: Archivel og standby database identifier msmatch

If the output of the query does not help you, check the following list of possible
issues. If any of the following conditions exist, log transport services will fail to
transmit redo data to the standby database:

The service name for the standby instance is not configured correctly in the
t nsnames. or a file for the primary database.

The Oracle Net service name specified by the LOG_ARCHI VE_DEST _n
parameter for the primary database is incorrect.

The LOG_ARCHI VE_DEST_STATE_n parameter for the standby database is not
set to the value ENABLE.

Thel i st ener. or a file has not been configured correctly for the standby
database.

The listener is not started at the standby site.
The standby instance is not started.

You have added a standby archiving destination to the primary SPFILE or text
initialization parameter file, but have not yet enabled the change.

You used an invalid backup as the basis for the standby database (for example,
you used a backup from the wrong database, or did not create the standby
control file using the correct method).
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A.1.4 You Cannot Mount the Physical Standby Database

You cannot mount the standby database if the standby control file was not created
with the ALTER DATABASE CREATE [LOG CAL] STANDBY CONTROLFILE ...
statement or RMAN command. You cannot use the following types of control file
backups:

« An operating system-created backup

« A backup created using an ALTER DATABASE statement without the
[PHYSI CAL] STANDBY or LOG CAL STANDBY option

A.2 Log File Destination Failures

If you specify REOPEN for an OPTI ONAL destination, it is possible for the Oracle
database to reuse online redo log files even if there is an error archiving to the
destination in question. If you specify REOPEN for a MANDATORY destination, log
transport services stall the primary database when redo data cannot be successfully
transmitted.

The REOPEN attribute is required when you use the MAX_FAI LURE attribute.
Example A-1 shows how to set a retry time of 5 seconds and limit retries to 3 times.

Example A-1 Setting a Retry Time and Limit
LOG_ARCHI VE_DEST_1=' LOCATI ON=/ ar c_dest REOPEN=5 MAX_FAI LURE=3'

Use the ALTERNATE attribute of the LOG_ARCHI VE_DEST _n parameter to specify
alternate archive destinations. An alternate archiving destination can be used when
the transmission of redo data to a standby database fails. If transmission fails and
the NORECOPEN attribute was specified or the MAX_FAI LURE attribute threshold was
exceeded, log transport services attempts to transmit redo data to the alternate
destination on the next archival operation.

Use the NOALTERNATE attribute to prevent the original archive destination from
automatically changing to an alternate archive destination when the original
archive destination fails.

Example A-2 shows how to set the initialization parameters so that a single,
mandatory, local destination will automatically fail over to a different destination if
any error occurs.

Example A—-2 Specifying an Alternate Destination
LOG_ARCHI VE_DEST_1=" LOCATI ON=/ di sk1 MANDATORY ALTERNATE=LOG ARCHI VE_DEST_2'
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LOG_ARCHI VE_DEST_STATE_1=ENABLE
LOG_ARCHI VE_DEST 2=' LOCATI ON=/ di sk2 MANDATORY'
LOG_ARCHI VE_DEST_STATE_2=ALTERNATE

If the LOG_ARCHI VE_DEST_1 destination fails, the archiving process will
automatically switch to the LOG_ARCHI VE_DEST_2 destination at the next log file
switch on the primary database.

A.3 Handling Logical Standby Database Failures

An important tool for handling logical standby database failures is the DBVS_
LOGSTDBY. SKI P_ERROR procedure. Depending on how important a table is, you
might want to do one of the following:

« Ignore failures for a table or specific DDL

« Associate a stored procedure with a filter so at runtime a determination can be
made about skipping the statement, executing this statement, or executing a
replacement statement

Taking one of these actions prevents SQL Apply from stopping. Later, you can
query the DBA LOGSTDBY_EVENTS view to find and correct any problems that
exist. See PL/SQL Packages and Types Reference for more information about using the
DBMS _LOGSTDBY package with PL/SQL callout procedures.

A.4 Problems Switching Over to a Standby Database

In most cases, following the steps described in Chapter 7 will result in a successful
switchover. However, if the switchover is unsuccessful, the following sections may
help you to resolve the problem:

= Switchover Fails Because Redo Data Was Not Transmitted

« Switchover Fails Because SQL Sessions Are Still Active

« Switchover Fails Because User Sessions Are Still Active

«  Switchover Fails with the ORA-01102 Error

« Switchover Fails Because Redo Data Is Not Applied After the Switchover

« Roll Back After Unsuccessful Switchover and Start Over
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A.4.1 Switchover Fails Because Redo Data Was Not Transmitted

If the switchover does not complete successfully, you can query the SEQUENCE#
column in the VSARCHI VED_LOGview to see if the last redo data transmitted from
the original primary database was applied on the standby database. If the last redo
data was not transmitted to the standby database, you can manually copy the
archived redo log file containing the redo data from the original primary database
to the old standby database and register it with the SQL ALTER DATABASE

REAQ STER LOGHI LE file_specification statement. If you then start log apply
services, the archived redo log file will be applied automatically. Query the

SW TCHOVER_STATUS column in the VEDATABASE view. The TO PRI MARY value
in the SW TCHOVER_STATUS column verifies switchover to the primary role is now
possible.

SQ.> SELECT SW TCHOVER_STATUS FROM V$DATABASE;
SW TCHOVER _STATUS

TO PRI MARY
1 row sel ected

See Chapter 14 for information about other valid values for the SW TCHOVER _
STATUS column of the VEDATABASE view.

To continue with the switchover, follow the instructions in Section 7.2.1 for physical
standby databases or Section 7.3.1 for logical standby databases, and try again to
switch the target standby database to the primary role.

A.4.2 Switchover Fails Because SQL Sessions Are Still Active

If you do not include the W TH SESSI ON SHUTDOWN clause as a part of the ALTER
DATABASE COW T TO SW TCHOVER TO PHYSI CAL STANDBY statement, active
SQL sessions might prevent a switchover from being processed. Active SQL
sessions can include other Oracle Database processes.

When sessions are active, an attempt to switch over fails with the following error
message:

SQ.> ALTER DATABASE COW T TO SW TCHOVER TO PHYSI CAL STANDBY;
ALTER DATABASE COMWM T TO SW TCHOVER TO PHYSI CAL STANDBY *
ORA-01093: ALTER DATABASE CLCSE only permitted with no sessions connected

Action: Query the V3SESSI ON view to determine which processes are causing the
error. For example:

SQ.> SELECT SI D, PROCESS, PROGRAM FROM V$SESSI ON
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2> WHERE TYPE = ' USER
3> AND SID <> (SELECT DI STINCT SI D FROM VSMYSTAT) ;
SID PROCESS  PROGRAM

7 3537 oracl e@bhcl one2 (CIQ)
10
14
16
19
21
6 rows selected.

In the previous example, the JOB_QUEUE_PROCESSES parameter corresponds to
the CJQO process entry. Because the job queue process is a user process, it is counted
as a SQL session that prevents switchover from taking place. The entries with no
process or program information are threads started by the job queue controller.

Verify the JOB_QUEUE _PROCESSES parameter is set using the following SQL
statement:

SQL> SHOW PARAMETER JOB_QUEUE_PROCESSES;
NAMVE TYPE VALUE

j ob_queue_processes integer 5

Then, set the parameter to 0. For example:

SQ.> ALTER SYSTEM SET JOB_QUEUE_PROCESSES=0;
St at ement processed.

Because JOB_QUEUE_PROCESSES is a dynamic parameter, you can change the
value and have the change take effect immediately without having to restart the
instance. You can now retry the switchover procedure.

Do not modify the parameter in your initialization parameter file. After you shut
down the instance and restart it after the switchover completes, the parameter will
be reset to the original value. This applies to both primary and physical standby
databases.

Table A-1 summarizes the common processes that prevent switchover and what
corrective action you need to take.
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Table A-1 Common Processes That Prevent Switchover

Type of
Process Process Description Corrective Action
CJQOo Job Queue Scheduler Process | Change the JOB_QUEUE_PROCESSES
dynamic parameter to the value 0. The change
will take effect immediately without having
to restart the instance.
QMNO Advanced Queue Time Change the AQ_TM PROCESSES dynamic
Manager parameter to the value 0. The change will take
effect immediately without having to restart
the instance.
DBSNMP | Oracle Enterprise Manager Issue the agent ct | st op command from
Management Agent the operating system prompt.

A.4.3 Switchover Fails Because User Sessions Are Still Active

If the switchover fails and returns the error ORA-01093 "Alter database close only
permitted with no sessions connected" it is usually because the ALTER DATABASE
COW T TO SW TCHOVER statement implicitly closed the database, and if there are
any other user sessions connected to the database, the close fails.

If you receive this error, disconnect any user sessions that are still connected to the
database. To do this, query the V$SESSI ON fixed view to see which sessions are still
active as shown in the following example:

SQL> SELECT SID, PROCESS, PROGRAM FROM V$SESSI ON;

26900 oracl e@buser - sun (PMN)
26902 or acl e@buser - sun ( DBVD)
26904 oracl e@buser -sun (LGAR
26906 oracl e@buser - sun ( G<PT)
oracl e@buser - sun (SMN)
26910 oracl e@buser - sun (REG)
26912 or acl e@buser - sun (ARD)
26897 sql pl us@buser-sun (TNS V1-V3)
26917 sql pl us@buser-sun (TNS V1-\V3)

P O~NO U WNPRE
N
[©2]
©
o
oo

Iy

9 rows sel ect ed.

In this example, the first seven sessions are all Oracle Database background
processes. Among the two SQL*Plus sessions, one is the current SQL*Plus session
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issuing the query, and the other is an extra session that should be disconnected
before you re-attempt the switchover.

A.4.4 Switchover Fails with the ORA-01102 Error

Suppose the standby database and the primary database reside on the same site.
After both the ALTER DATABASE COM T TO SW TCHOVER TO PHYSI CAL
STANDBY and the ALTER DATABASE COW T TO SW TCHOVER TO PRI MARY
statements are successfully executed, shut down and restart the physical standby
database and the primary database. However, the startup of the second database
fails with ORA-01102 error "cannot mount database in EXCLUSI VE mode."

This could happen during the switchover if you did not set the DB_UNI QUE_NANE
parameter in the initialization parameter file that is used by the standby database
(that is, the original primary database). If the DB_UNI QUE_NAME parameter of the
standby database is not set, the standby and the primary databases both use the
same mount lock and cause the ORA-01102 error during the startup of the second
database.

Action: Add DB_UNI QUE_NANME=unique_database_name to the initialization
parameter file used by the standby database, and shut down and restart the standby
and primary databases.

A.4.5 Switchover Fails Because Redo Data Is Not Applied After the Switchover

The archived redo log files are not applied to the standby database after the
switchover.

This might happen because some environment or initialization parameters were not
properly set after the switchover.

Action:

« Check thet nsnanes. or a file at the primary site and the | i st ener. or a file
at the standby site. There should be entries for a listener at the standby site and
a corresponding service name at the primary site.

« Start the listener at the standby site if it has not been started.

« Check if the LOG_ARCHI VE_DEST _n initialization parameter was set to
properly transmit redo data from the primary site to the standby site. For
example, query the VEARCHI VE_DEST fixed view at the primary site as follows:

SQ> SHECT DEST_I D, STATUS, DESTI NATI ON FROM VBARCH VE_DEST;
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If you do not see an entry corresponding to the standby site, you need to set
LOG_ARCHI VE_DEST_nand LOG _ARCHI VE_DEST_STATE_n initialization
parameters.

Set the STANDBY_ARCHI VE_DEST and LOG_ARCHI VE_FORMAT initialization
parameters correctly at the standby site so that the archived redo log files are
applied to the desired location.

At the standby site, set the DB_FI LE_NAME_CONVERT and LOG _FI LE_NAME
CONVERT initialization parameters. Set the STANDBY_FI LE_ MANAGEMENT
initialization parameter to AUTOIf you want the standby site to automatically
add new datafiles that are created at the primary site.

A.4.6 Roll Back After Unsuccessful Switchover and Start Over

For physical standby databases in situations where an error occurred and it is not
possible to continue with the switchover, it might still be possible to revert the new
physical standby database back to the primary role by using the following steps:

1.

Connect to the new standby database (old primary), and issue the following
statement to convert it back to the primary role:

SQL> ALTER DATABASE COW T TO SW TCHOVER TO PRI MARY;

If this statement is successful, then shut down and restart the database. Once
restarted, the database will be running in the primary database role, and you do
not need to perform any more steps.

If this statement is unsuccessful, then continue with Step 3.

When the switchover to change the role from primary to physical standby was
initiated, a trace file was written in the log directory. This trace file contains the
SQL statements required to re-create the original primary control file. Locate the
trace file and extract the SQL statements into a temporary file. Execute the
temporary file from SQL*Plus. This will revert the new standby database back
to the primary role.

Shut down the original physical standby database.

Create a new standby control file. This is necessary to resynchronize the
primary database and physical standby database. Copy the physical standby
control file to the original physical standby system. Section 3.2.2 describes how
to create a physical standby control file.

Restart the original physical standby instance.
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If this procedure is successful and archive gap management is enabled, the FAL
processes will start and re-archive any missing archived redo log files to the
physical standby database. Force a log switch on the primary database and
examine the alert logs on both the primary database and physical standby
database to ensure the archived redo log file sequence numbers are correct.

See Section 5.8 for information about archive gap management and Appendix E
for information about locating the trace files.

Try the switchover again.

At this point, the Data Guard configuration has been rolled back to its initial
state, and you can try the switchover operation again (after correcting any
problems that might have led to the initial unsuccessful switchover).

A.5 What to Do If SQL Apply Stops

Log apply services cannot apply unsupported DML statements, DDL statements,
and Oracle supplied packages to a logical standby database running SQL Apply.

When an unsupported statement or package is encountered, SQL Apply stops. You
can take the actions described in Table A-2 to correct the situation and start SQL
Apply on the logical standby database again.

Table A—2 Fixing Typical SQL Apply Errors

If... Then...
You suspect an unsupported statement or Find the last statement in the DBA_LOGSTDBY_EVENTS view.
Oracle supplied package was encountered This will indicate the statement and error that caused SQL

Apply to fail. If an incorrect SQL statement caused SQL Apply
to fail, transaction information, as well as the statement and
error information, can be viewed. The transaction information
can be used with LogMiner tools to understand the cause of
the problem.
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Table A—2 (Cont.) Fixing Typical SQL Apply Errors

If...

Then...

An error requiring database management Fix the problem and resume SQL Apply using the ALTER
occurred, such as running out of space in a DATABASE START LOd CAL STANDBY APPLY statement.
particular tablespace

An error occurred because a SQL statement Enter the correct SQL statement and use the DBVS_

was entered incorrectly, such as an incorrect LOGSTDBY. SKI P_TRANSACTI ON procedure to ensure the
standby database filename being entered ina  incorrect statement is ignored the next time SQL Apply is run.
tablespace statement Then, restart SQL Apply using the ALTER DATABASE START

LOG CAL STANDBY APPLY statement.

An error occurred because skip parameters Issue the DBMS_LOGSTDBY. SKI P(' TABLE' , ' schena_
were incorrectly set up, such as specifying that nane','tabl e_nane', nul |') procedure, then restart SQL
all DML for a given table be skipped but Apply.

CREATE, ALTER and DROP TABLE statements

were not specified to be skipped

See Chapter 14 for information about querying the DBA LOGSTDBY_EVENTS view
to determine the cause of failures.

A.6 Network Tuning for Redo Data Transmission

The process of transmitting redo data involves reading a buffer from the online redo
log file and writing it to the archived redo log file location. When the destination is
remote, the buffer is written to the archived redo log file location over the network
using Oracle Net services.

The default archived redo log file buffer size is 1 megabyte. The default transfer
buffer size for Oracle Net is 2 kilobytes. Therefore, the archived redo log file buffer
is divided into units of approximately 2 kilobytes for transmission. These units
could get further divided depending on the maximum transmission unit (MTU) of
the underlying network interface.

The Oracle Net parameter that controls the transport size is session data unit
(SDU). This parameter can be adjusted to reduce the number of network packets
that are transmitted. This parameter allows a range of 512 bytes to 32 kilobytes.

For optimal performance, set the Oracle Net SDU parameter to 32 kilobytes for the
associated SERVI CE destination parameter.

The following example shows a database initialization parameter file segment that
defines a remote destination net ser v:

LOG_ARCHI VE_DEST_3=' SERVI CE=net ser V'
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SERVI CE_NAMES=sr vc

The following example shows the definition of that service name in the
t nsnanes. or a file:

net ser v=( DESCRI PTI ON=( SDU=32768) ( ADDRESS=( PROTOCOL=t cp) (HOST=host) (PORT=1521))
( CONNECT_DATA=( SERVI CE_NAME=sr vc) ( ORACLE_HOVE=/ or acl €)))

The following example shows the definition in the | i st ener . or a file:

LI STENER=( DESCRI PTI ON=( ADDRESS_LI ST=( ADDRESS=( PROTOCOL=t cp)
(HOST=host ) (PORT=1521))))

SID LI ST_LI STENER=(SI D_LI ST=( S| D_DESC=( SDU=32768) ( S| D_NAME=si d)
( GLOBALDBNAME=sr vc) (ORACLE_HOMVE=/ oracl e)))

If you archive to a remote site using high-latency or high-bandwidth connections,
you can improve performance by increasing the TCP send and receive window
sizes.

If high-speed WAN links are used to connect the sites in a Data Guard
configuration, network throughput can often be substantially improved by using
the SQLNET. SEND_BUF_SI ZEand SQLNET. RECV_BUF_SI ZE Oracle Net profile
parameters to increase the size of the network send and receive 1/0 buffers.

See Oracle Net Services Administrator's Guide.

A.7 Managing Data Guard Network Timeout

For any given Oracle Data Guard network connection, there are two processes
communicating with each other. When the network connection is unexpectedly
broken, how these processes react differs greatly. This is a discussion of what
actually occurs when a network connection is broken, and how it affects the Data
Guard environment and configuration. This discussion applies to both physical and
logical standby databases.

Data Guard uses a peer-to-peer connection protocol, whereby a primary database
process, whether it is the log writer process (LGWR) or archiver processes (ARCn),
establishes a network connection to the standby database. As a result of the network
connection request, the listener on the standby site creates a separate process on the
standby database called the Remote File Server (RFS) process. The RFS process uses
network messages from the primary database; it reads from the network and sends
an acknowledgment message back to the primary database when it is done
processing the request.
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During normal Data Guard operations, when redo data is transmitted from the
primary database to the standby database, network messages are initiated from the
primary database (the network client), and always acknowledged by the standby
database (the network server). In this case, the LGWR and ARCH processes are the
network clients, and the RFS process is the network server.

Consider the simple scenario where the network between the primary and standby
systems is disconnected. When the LGWR process attempts to send a new message
to the RFS process over this connection, the LGWR process receives an error from
Oracle Net, after a TCP timeout, indicating that the connection is broken. In this
way, the LGWR is able to establish that network connectivity is lost, and take
corrective action. The Data Guard attributes [ NO] MAX_FAI LURE, [ NO| REOPEN and
[ N NET_TI MEQUT, which are options for the LOG_ARCHI VE_DEST_n parameter,
provide LGWR with the desired flexibility to control the timeout intervals and
number of retries associated with a network connection that is not responding.

In contrast to the LGWR process, the RFS process on the standby database is always
synchronously waiting for a new message to arrive from the primary database. The
RFS process that is doing the network read operation is blocked until some data
arrives, or until the underlying network software determines the connection is no
longer valid.

Oracle Net periodically sends a network probe to verify a client/server connection
is still active. This ensures connections are not left open indefinitely due to an
abnormal client termination. If the probe finds a broken connection, it returns an
error that causes the RFS process to exit.

You can use the Oracle Net SQLNET. EXPI RE_TI ME parameter to specify the time
interval, expressed in minutes, when to send a probe to verify the network session
is active. Setting this parameter to a small value allows for more timely detections of
broken connections. Connections that do not respond to this probe signal are
disconnected. This parameter should be set up for the standby database, as well as
the primary database, to prepare it for future switchover scenarios.

Limitations on using this feature are:

« Though very small, a probe packet generates additional traffic. However,
compared to the network traffic generated by Data Guard that is based on the
primary database workload, this additional packet traffic is insignificant.

« Depending on which operating system is in use, the server might need to
perform additional processing to distinguish the connection-probing event from
other events that occur. This can affect network performance.
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Once the RFS process receives notification of the broken network connection, it will
terminate itself. However, until such time as the RFS process terminates itself, it will
retain lock information on the archived redo log file on the standby site, or the
standby redo log file, whose redo data was being received from the primary
database. During this interval, no new RFS processes can receive redo data from the
primary database for the same archived redo log file (or the standby redo log file).

Oracle recommends setting the Oracle Net SQLNET. EXPI RE_TI ME parameter to 1
minute. This is a reasonable value for most systems, and setting the parameter to a
small value does not significantly impact production systems.

Once the network problem is resolved, and the primary database processes are
again able to establish network connections to the standby database, a new RFS
process will automatically be started on the standby database for each new network
connection. These new RFS processes will resume the reception of redo data from
the primary database.

A.8 Slow Disk Performance on Standby Databases

If asynchronous 170 on the file system itself is showing performance problems, try
mounting the file system using the Direct I/0 option or setting the

FI LESYSTEM O _OPTI ONS=SETALL initialization parameter. The maximum 170
size you should set is 1 MB.

A.9 Log Files Must Match to Avoid Primary Database Shutdown

If you have configured a standby redo log on one or more standby databases in the
configuration, ensure the size of the current standby redo log file on each standby
database exactly matches the size of the current online redo log file on the primary
database.

At log switch time, if there are no available standby redo log files that match the
size of the new current online redo log file on the primary database:

« The primary database will shut down if it is operating in maximum protection
mode, or the primary database will change to maximum performance mode if it
is operating in maximum availability mode.

« The RFS process on the standby database will create an archived redo log file on
the standby database and write the following message in the alert log:

No standby log files of size <#> bl ocks avail abl e.
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For example, if the primary database uses two online redo log groups whose log
files are 100K and 200K, respectively, then the standby database should have 4
standby redo log groups with log file sizes of 100K and 200K.

Also, whenever you add a redo log group to the primary database, you must add a
corresponding standby redo log group to the standby database. This reduces the
probability that the primary database will be adversely affected because a standby
redo log file of the required size is not available at log switch time.

See Section 5.6.2, "Configuring Standby Redo Log Files" for more information.
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Data Guard and Real Application Clusters

An Oracle Data Guard configuration can consist of any combination of
single-instance and RAC multiple-instance databases. This chapter summarizes the
configuration requirements and considerations that apply when using Oracle Data
Guard with Oracle Real Application Clusters databases. It contains the following

sections:

« Configuring Standby Databases in a Real Application Clusters Environment

« Configuration Considerations in a Real Application Clusters Environment

« Troubleshooting

B.1 Configuring Standby Databases in a Real Application Clusters

Environment

You can configure a standby database to protect a primary database using Real
Application Clusters. The following table describes the possible combinations of
instances in the primary and standby databases:

Instance Combinations

Single-Instance
Standby Database

Multi-Instance
Standby Database

Single-instance primary database

Yes

Yes

Multi-instance primary database

Yes

Yes

In each scenario, each instance of the primary database transmits its own redo data
to archived redo log files on the standby database.
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B.1.1 Setting Up a Multi-Instance Primary with a Single-Instance Standby

Figure B-1 illustrates a Real Application Clusters database with two primary
database instances (a multi-instance primary database) transmitting redo data to a

single-instance standby database.

Figure B—1 Transmitting Redo Data from a Multi-Instance Primary Database

/\ Redo Data

Online Redo
Log Files

1,35 2,4,6

\_/Archived Redo Log Files
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Online Redo
Log Files

32,34,36 33,35,37

l Recover
Standby

Archived Redo Log Files Database

Standby
Database

Archived Redo Log Files

|

Primary Database Redo Data

Instance 2

In this case, Instance 1 of the primary database archives redo data to local archived
redo log files 1, 2, 3, 4, 5 and transmits the redo data to the standby database

destination, while Instance 2 archives redo data to local archived redo log files 32,
33, 34, 35, 36 and transmits the redo data to the same standby database destination.
The standby database automatically determines the correct order in which to apply

the archived redo log files.

To set up a primary database in a Real Application Clusters environment

Follow the instructions in Chapter 3 (for physical standby database creation) or
Chapter 4 (for logical standby database creation) to configure each primary

instance.

B-2 Oracle Data Guard Concepts and Administration



Configuring Standby Databases in a Real Application Clusters Environment

To set up a single instance standby database

Follow the instructions in Chapter 3 (for physical standby database creation) or
Chapter 4 (for logical standby database creation) to define the STANDBY_ARCHI VE_
DEST and LOG_ARCHI VE_FORVAT parameters to specify the location of the
archived redo log files and standby redo log files.

B.1.2 Setting Up a Multi-Instance Primary with a Multi-Instance Standby

Figure B-2 shows a configuration where the primary and standby databases are in a
Real Application Clusters environment. This enables you to separate the log

transport services processing from the log apply services processing on the standby
database, thereby improving overall primary and standby database performance.

Figure B—2 Standby Database in Real Application Clusters
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In Figure B-2, the numbers within circles indicate local connections, and the
numbers within boxes indicate remote connections.

In a Real Application Clusters environment, any standby instance can receive redo
data from the primary database; this is a receiving instance. However, the archived
redo log files must ultimately reside on disk devices accessible by the recovery
instance. Transferring the standby database archived redo log files from the
receiving instance to the recovery instance is achieved using the cross-instance
archival operation.

The standby database cross-instance archival operation requires use of standby redo
log files as the temporary repository of primary database archived redo log files.
Using standby redo log files not only improves standby database performance and
reliability, but also allows the cross-instance archival operation to be performed on
clusters that do not have a cluster file system. However, because standby redo log
files are required for the cross-instance archival operation, the primary database can
use either the log writer process (LGWR) or archiver processes (ARCn) to perform
the archival operations on the primary database.

When both the primary and standby databases are in a Real Application Clusters
configuration, then a single instance of the standby database applies all sets of log
files transmitted by the primary instances. In this case, the standby instances that
are not applying redo data cannot be in read-only mode while Redo Apply is in
progress.

To set up a standby database in a Real Application Clusters environment
Perform the following steps to set up log transport services on the standby
database:

1. Create the standby redo log files. In a Real Application Clusters environment,
the standby redo log files must reside on disk devices shared by all instances.
See Section 5.6.2 for more information.

2. On the recovery instance, define the LOCATI ON attribute of the LOG_ARCHI VE _
DEST 1 initialization parameter to archive locally, because cross-instance
archiving is not necessary.

3. On the receiving instance, define the SERVI CE attribute of the LOG_ARCHI VE_
DEST 1 initialization parameter to archive to the recovery instance.

4. Start log apply services on the recovery instance.
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To set up a primary database in a Real Application Clusters environment

Perform the following steps to set up log transport services on the primary
database:

1. On all instances, define the LGAR attribute on the LOG_ARCHI VE_DEST n
parameter to designate that the LGWR process will perform the archival
operation.

2. Configure each standby instance to send redo data to the receiving instance by
setting the LOG_ARCHI VE_DEST _n parameter to an appropriate value.

Ideally, each primary database instance should archive to a corresponding standby
database instance. However, this is not required.

B.1.3 Setting Up a Cross-Instance Archival Database Environment

In a cross-instance archival environment, each instance directs its archived redo log
files to a single instance of the cluster. This instance is called the recovery instance.
This instance typically has a tape drive available for RMAN backup and restore
support. Example B-1 shows how to set up the LOG_ARCHI VE_DEST n
initialization parameter for archiving redo data across instances. Execute these
statements on all instances except the recovery instance.

Example B-1 Setting Destinations for Cross-Instance Archiving

SQL> ALTER SYSTEM SET LOG ARCH VE_DEST 1 = ' LOCATI ON=ar chi vel og MANDATORY RECPEN=120' ;
SQL> ALTER SYSTEM SET LOG ARCH VE_DEST STATE 1 = enabl e;

SQL> ALTER SYSTEM SET LOG ARCHI VE_DEST 2 = ' SERVI CE=prnyl MANDATCRY RECPEN=300';

SQL> ALTER SYSTEM SET LOG ARCH VE_DEST_STATE 2 = enabl e;

Destination 1 is the repository containing the local archived redo log files required
for instance recovery. This is a mandatory destination. Because the expected cause
of failure is lack of adequate disk space, the retry interval is 2 minutes. This should
be adequate to allow the DBA to purge unnecessary archived redo log files.
Notification of destination failure is accomplished by manually searching the
primary database alert log.

Destination 2 is the recovery instance database where RMAN is used to back up the
archived redo log files from local disk storage to tape. This is a mandatory
destination, with a reconnection threshold of 5 minutes. This is the time needed to
fix any network-related failures. Notification of destination failure is accomplished
by manually searching the primary or standby database alert log.
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Cross-instance archiving is available using the ARCn process only. Using the LGWR
process for cross-instance archiving results in the RFS process failing, and the
archive log destination being placed in the Error state.

B.2 Configuration Considerations in a Real Application Clusters
Environment

This section contains the Data Guard configuration information that is specific to
Real Application Clusters environments. It contains the following topics:

« Format for Archived Redo Log Filenames
« Archive Destination Quotas
« Data Protection Modes

« Role Transitions

B.2.1 Format for Archived Redo Log Filenames

The format for archived redo log filenames is in the form of log_%parameter, where
%parameter can include one or more of the parameters in Table B-1.

Table B—1 Directives for the LOG_ARCHIVE_FORMAT Initialization Parameter

Directives Description

%a Database activation ID.

YA Database activation ID, zero filled.
%l Database 1D.

%W Database 1D, zero filled.

% Instance thread number.

% Instance thread number, zero filled.
%s Log file sequence number.

%S Log file sequence number, zero filled.
%r Resetlogs ID.

%R Resetlogs ID, zero filled.
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For example:
LOG_ARCH VE_FORMAT = | 0og%l % % _ % . arc

The thread parameters %t or %T are mandatory for Real Application Clusters to
uniquely identify the archived redo log files with the LOG_ARCHI VE_FORVAT
parameter. See Section 5.7.1 for more information about storage locations for
archived redo log files.

B.2.2 Archive Destination Quotas

You can specify the amount of physical storage on a disk device to be available for
an archiving destination using the QUOTA_SI ZE attribute of the LOG_ARCHI VE_
DEST n initialization parameter. An archive destination can be designated as being
able to occupy all or some portion of the physical disk represented by the
destination. For example, in a Real Application Clusters environment, a physical
disk device can be shared by two or more separate nodes. As there is no
cross-instance initialization parameter knowledge, none of the Real Application
Clusters nodes is aware that the physical disk device is shared with other instances.
This leads to substantial problems when the destination disk device becomes full;
the error is not detected until every instance tries to archive to the already full
device. This affects database availability.

B.2.3 Data Protection Modes

In a Real Application Clusters configuration when running in either maximum
protection or maximum availability mode, any instance that loses connectivity with
a standby destination will cause all other instances to stop sending data to that
destination (this maintains the data integrity of the data that has been transmitted to
that destination and can be recovered).

When the failed standby destination comes back up, Data Guard runs the site in
resynchronization mode until no gaps remain. Then, the standby destination can
participate in the Data Guard configuration again.

The following list describes the behavior of the protection modes in Real
Application Clusters environments:

« Maximum protection configuration

If a lost destination is the last participating standby destination, the instance
loses connectivity and will be shut down. Other destinations in a Real
Application Clusters configuration that still have connectivity to the standby
destinations will recover the lost instance and continue sending to their standby

Data Guard and Real Application Clusters B-7



Troubleshooting

destinations. Only when every instance in a Real Application Clusters
configuration loses connectivity to the last standby destination will the primary
database be shut down.

B.2.4 Role Transitions
This section contains the following topics:

« Switchovers

« Failovers

B.2.4.1 Switchovers

For a Real Application Clusters database, only one primary instance and one
standby instance can be active during a switchover. Therefore, before a switchover,
shut down all but one primary instance and one standby instance. After the
switchover completes, restart the primary and standby instances that were shut
down during the switchover.

Note: The SQL ALTER DATABASE statement used to perform the
switchover automatically creates redo log files if they do not
already exist. Because this can significantly increase the time
required to complete the COVM T operation, Oracle recommends
that you always manually add redo log files when configuring
RAW devices for physical standby databases.

B.2.4.2 Failovers

Before performing a failover to a Real Application Clusters standby database, first
shut down all but one standby instance. After the failover completes, restart the
instances that were shut down.

B.3 Troubleshooting

This section provides help troubleshooting problems with Real Application
Clusters. It contains the following sections:

« Switchover Fails in a Real Application Clusters Configuration

« Avoiding Downtime in Real Application Clusters During a Network Outage
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B.3.1 Switchover Fails in a Real Application Clusters Configuration

When your database is using Real Application Clusters, active instances prevent a
switchover from being performed. When other instances are active, an attempt to
switch over fails with the following error message:

SQ.> ALTER DATABASE COW T TO SW TCHOVER TO STANDBY;
ALTER DATABASE COM T TO SW TCHOVER TO STANDBY *
ORA-01105: nount is inconpatible with mounts by other instances

Action: Query the GV$l NSTANCE view as follows to determine which instances are
causing the problem:

SQL> SELECT | NSTANCE NAME, HOST_NAVE FROM GV$I NSTANCE
2> WHERE | NST | D <> (SELECT | NSTANCE_NUMBER FROM V$I NSTANCE) ;
| NSTANCE_NAME HOST_NAME

| NST2 st andby?2

In the previous example, the identified instance must be manually shut down
before the switchover can proceed. You can connect to the identified instance from
your instance and issue the SHUTDOWN statement remotely, for example:

SQL> CONNECT SYS/ CHANGE_ON | NSTALL@t andby2 AS SYSDBA
SQ.> SHUTDOWN;
SQ> EXIT

B.3.2 Avoiding Downtime in Real Application Clusters During a Network Outage

If you configured Data Guard to support a primary database in a Real Application
Clusters environment and the primary database is running in maximum protection
mode, a network outage between the primary database and all of its standby
databases will disable the primary database until the network connection is
restored. The maximum protection mode dictates that if the last participating
standby database becomes unavailable, processing halts on the primary database.

If you expect the network to be down for an extended period of time, consider
changing the primary database to run in either the maximum availability or the
maximum performance mode until network connectivity is restored. If you change
the primary database to maximum availability mode, it is possible for there to be a
lag between the primary and standby databases, but you gain the ability to use the
primary database until the network problem is resolved.

If you choose to change the primary database to the maximum availability mode, it
is important to use the following procedures to prevent damage to your data.
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The following steps describe what to do if the network goes down and you want to
change the protection mode for the Real Application Clusters configuration. The
example assumes you are using a server parameter file (SPFILE), not a PFILE.

1. At this point all Real Application Clusters primary instances are shut down.
Issue the STARTUP MOUNT command to start one instance:

STARTUP MOUNT;
2. Follow the instructions in Section 5.6.3 (or, if you are using the broker, see Oracle
Data Guard Broker) to change the mode from the maximum protection mode to

either maximum availability or maximum performance mode. For example, the
following statement sets the maximum availability protection mode;

ALTER DATABASE SET STANDBY DATABASE TO MAXI M ZE AVAI LABI LI TY;

3. Open the Real Application Clusters primary database for general access.

Later, when the network comes back up, perform the following steps to revert to the
maximum protection mode:

1. Shut down all instances of the Real Application Clusters primary database.

2. Mount a single instance of the Real Application Clusters primary database,
without opening it for general access.

3. Change mode on the Real Application Clusters primary database from its
current (maximum availability or maximum performance) mode to the
maximum protection mode.

4. Open the Real Application Clusters primary database for general access.
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Cascaded Redo Log Destinations

To reduce the load on your primary system, you can implement cascaded redo log
destinations, whereby a standby database receives its redo data from another
standby database, instead of directly from the primary database. You can configure:

« A physical standby database to retransmit the incoming redo data it receives
from the primary database to other remote destinations in the same manner as
the primary database

« Alogical standby database (because it is open in read/write mode) to send the
redo data it generates (after filtering and applying the redo data it receives from
the primary database) to its own set of standby (physical or logical) databases

Figure C-1 shows cascaded redo log destinations to physical and logical standby
databases.

Figure C-1 Cascaded Redo Log Destination Configuration Example

Physical Standby Physical Standby
Database Database
Redo Data Retransmitted
e >
Primary . .
Database Logical Standby Physical Standby
Database Database
Redo Data Generated
Oracle ——— >
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A standby database can cascade redo data to up to nine destinations. However,
from a practical perspective, only standby databases primarily intended to off-load
reporting or backups typically would be configured to receive cascaded redo data.
Standby databases that could potentially be involved in role transitions typically are
configured to receive redo data directly from the primary database and have LOG
ARCHI VE_DEST_n and LOG_ARCHI VE_DEST_STATE_n parameters defined so that
when a switchover or failover operation occurs, redo data continues to be received
directly from the new primary database.

This appendix contains the following sections:
« Configuring Cascaded Redo Log Destinations
« Role Transitions with Cascaded Redo Log Destinations

« Examples of Cascaded Redo Log Destinations

C.1 Configuring Cascaded Redo Log Destinations

The following sections describe how to set up a Data Guard configuration to use
cascaded redo log destinations:

« Configuring Cascaded Redo Log Destinations for Physical Standby Databases
« Configuring Cascaded Redo Log Destinations for Logical Standby Databases

C.1.1 Configuring Cascaded Redo Log Destinations for Physical Standby Databases

To enable a physical standby database to send the incoming redo data to another set
of destinations, you must define the following items:

« Define the LOG_ARCHI VE_DEST n initialization parameter on the primary
database to set up a physical standby database that will be the starting point for
a cascade to use the LGAR transport method. Use either SYNC or ASYNC network
protocols depending on your requirements.

« On the receiving physical standby database, define sufficient standby redo log
files and ensure archiving is enabled.

At this point, you can begin defining the LOG_ARCHI VE_DEST n initialization
parameter on the physical standby database that will define the end points of the
cascade. Remember, as part of the original setup of the physical standby database,
you should have defined a local archive destination that will be used for local
archiving when the physical standby database transitions to the primary role. For
example, you might define the LOG_ARCHI VE_DEST _1 initialization parameter to
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be the ' LOCATI ON=/ physi cal 1/ arch' location. When the physical standby
database switches roles, any archived redo log files will be put into that directory
with the same format that you defined with the LOG_ARCHI VE_FORVAT
initialization parameter. This local archiving destination can be the same as the one
defined in the parameter STANDBY _ARCHI VE_DEST, but this is not required.

A side effect of this configuration is that the archiver processes on the standby
database will now try to send the redo data not only to the cascading end points but
also to the other standby databases and the primary database if they are defined
and enabled. This is not a problem, because the receiving database will either reject
it if it is the primary database or a standby database that has already received the
same redo data successfully. If the destination is another standby database and it
has not received the log file successfully, then this acts as an active gap resolution.
You can avoid this by setting the state to DEFER for any destinations not involved in
the cascade. However, you will have to remember to enable them again if you do a
switchover or failover operation.

If you want to have one initialization parameter file to handle both the cascaded
redo log destinations and the original primary and standby destinations, define the
destinations for the primary database and other standby databases as well as the
cascading standby databases. However, the total remote destinations still cannot
exceed 10, including the local archiving destination.

C.1.2 Configuring Cascaded Redo Log Destinations for Logical Standby Databases

A logical standby database that receives redo data directly from the primary
database can be configured to cascade the redo data it generates (after it has filtered
and applied the redo data it receives from the primary database) to other standby
databases. Because redo data cascaded from a logical standby database is not
identical to the redo data originally generated by the primary database, it cannot be
applied to any standby database created directly from the primary database.
Instead, any standby databases that receive cascaded redo data from a logical
standby database must be created from a copy of the logical standby database, and
the following will be true:

« Physical standby databases created from a logical standby database will be a
block-for-block copy of the logical standby database and a logical copy of the
original primary database.

« Logical standby databases created from a logical standby database will be
logical copies of the parent logical standby database and might bear only a
partial resemblance to the original primary database. This is because the
original primary database’s data is there and so is anything else stored in the
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parent logical standby database including any other changes such as different
indexes or materialized views.

For standby databases that receive cascaded redo data from a logical standby
database, you must perform the same setup tasks as for a physical or logical
standby database that receives redo data directly from the primary database. You
can use any transport mode (LGAR or ARCH) and network protocol (SYNC or
ASYNC). If you use the LGAR transport mode, you can optionally use standby redo
log files on your standby databases.

C.2 Role Transitions with Cascaded Redo Log Destinations

Most role transitions can be performed involving standby databases that receive
redo log files cascaded from another standby database. However, to minimize risk
of data loss and ensure the fastest possible role transition, Oracle recommends that
any standby databases that are primarily configured for disaster-recovery purposes
receive redo data directly from the primary database.

C.2.1 Standby Databases Receiving Redo Data from a Physical Standby Database

The process to perform a switchover or failover is exactly the same in a cascaded
redo log configuration, because all physical standby databases that receive
retransmitted primary database redo data are identical and valid for role
transitions. The only difference is additional time may be required for the
end-of-redo data to cascade to the standby database. See Section 7.2 for information
about performing role transitions with a physical standby database.

C.2.2 Standby Databases Receiving Redo Data from a Logical Standby Database

Any standby database that receives redo datacascaded from a logical standby
database cannot participate in a switchover involving the primary database. (Only
logical standby databases that receive redo data directly from the primary database
can participate in switchovers.) If you fail over to a database that receives redo data
generated by a logical standby database, then only other logical standby databases
that receive redo data cascaded from the same logical standby database are able to
continue to participate in the Data Guard configuration after the failover. See
Section 7.3 for information about performing role transitions with a logical standby
database.
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C.3 Examples of Cascaded Redo Log Destinations

The following scenarios demonstrate configuration options and uses for cascaded
redo log destinations.

C.3.1 Local Physical Standby and Cascaded Remote Physical Standby

You have a primary database in your corporate offices, and you want to create a
standby database in another building on your local area network (LAN). In
addition, you have a legal insurance requirement to keep the redo data and backup
copies off site at a geographically distant location outside of your LAN but on your
wide area network (WAN).

You could define two destinations on your primary database so that redo data
could be transmitted to both of these sites, but this would put an extra workload on
your primary database throughput due to the network latency of sending the redo
data over the WAN.

To solve this problem, you could define a tight connection between your primary
and physical standby databases in your LAN using the LGAR and SYNC network
transports and standby redo log files. This would protect against losing access to
the primary database, and it provides an alternate site for production when
maintenance is required on the primary database. The secondary location on the
WAN could be serviced by the physical standby database, ensuring that the redo
data is stored off site. Nightly backups on the production database could then be
moved to the WAN remote standby database, which removes the requirement to
ship tapes to the off-site storage area.

Finally, in a worst case scenario, where you lose access to both the primary database
and the physical standby database on the LAN, you could fail over to the remote
standby database with minimal data loss. If you can gain access to the redo log file
of the last standby database from the original standby database, you could recover
it on the remote standby database, incurring no data loss.

The only time you would incur problems by sending the information over the WAN
is during a switchover or failover, when the physical standby database has
transitioned to the primary role. However, this configuration would still meet your
insurance requirements.

C.3.2 Local Physical Standby and Cascaded Remote Logical Standby

You have a primary database in a remote city, and you would like to have access to
its data locally for reporting purposes. The primary database already has a standby
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database set up for failure protection in an off-site location on the LAN. Putting a
destination on the primary database to send the information to your site would
adversely affect the performance of the primary database.

Solving this problem is similar to the solution that is described in scenario 1, except
that you are sending the redo data to a logical standby database, because you
already have a physical standby database. First, ensure:

« The physical standby database is receiving its redo data from the log writer of
the primary database.

« Standby redo log files are defined and being used.

If standby redo log files are not defined, you can define them dynamically on
the standby database. The standby database will begin using the standby redo
log files after the next log switch on the primary database. If the LGAR network
transport is not being used, you can dynamically set log transport services on
the primary database, and the primary database will start using the log writer
at the next log switch.

Next, perform the normal setup tasks for a logical standby database. Any of the
steps required to prepare to use a logical standby database must be done at the
primary location as usual. After the logical standby database is up and running,
define your destination parameters on the physical standby database to send the
redo data over the WAN, where it will be applied to the logical standby database.

C.3.3 Local and Remote Physical Standby and Cascaded Local Logical Standby

A primary database located in a manufacturing site already is configured with two
physical standby databases. One standby database is located on the LAN in another
building, and the second standby database is more remotely located on a WAN in
the corporate offices. You cannot use cascaded redo log destinations for the standby
database on the WAN, because there is a requirement to have two standby
databases in no-data-loss mode. Also, the marketing department requested access
to the manufacturing data for sales predictions. The marketing department needs
access to the data on a daily basis, and they want to combine sales data with
manufacturing data to better understand sales versus the actual manufacturing
times.

One solution would be to allow marketing to access a physical standby database in
the corporate offices using read-only mode. However, putting the standby database
in read-only mode requires stopping Redo Apply. This means that the physical
standby database can only catch up with the primary database at night, while it is
still receiving data from the second and third shifts at the manufacturing plant. In
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addition, the standby database would always be at least 12 hours behind in
applying archived redo log files. You could add another destination to the primary
database to send the redo data to a new logical standby database in the corporate
offices. Because the systems used in the corporate office are different for the
physical standby database and the proposed logical standby database, you cannot
use the DEPENDENCY attribute when defining the standby destinations. Because
redo data needs to be transmitted over a WAN, it would degrade performance on
the primary database to send the redo data twice, which has been deemed to be
unacceptable.

Cascaded redo log destinations can solve this problem. To set this up, you would
create a logical standby database following the instructions in Chapter 4, but you
would also set up the corporate physical standby database to transmit the redo data
over the corporate LAN to the new logical standby database. In this way, the
primary database is only sending the data once over the WAN. The logical standby
database could then be modified with new materialized views so that the marketing
group can manage the data more efficiently. Because the logical standby database is
opened and in read/write mode, the marketing group can add new schemas and
load in sales data without affecting performance on the primary database, or the
viability and current state of the physical standby database.

C.3.4 Consolidated Reporting with Cascaded Logical Standby Destinations

You have five Sales offices around the world, each with its own primary database.
You would like to implement a failure protection strategy for all of them, as well as
a way to get timely access to all data with minimal effect on each primary database.

To solve this problem, you would first implement a no-data-loss environment for
each of the five offices by creating a physical standby database (with LGARand
SYNC attributes) local to each office. The physical standby databases could be on a
LAN or a WAN. Then, create a logical standby database from each of the five
primary databases and locate the logical standby databases in your corporate office.
However, instead of having log transport services on each of the five primary
databases send the redo data, you would configure each of the five standby
databases to send the redo data to its logical standby database over the WAN. At
one logical standby database (or all of them), you would define database links to
each of the other logical standby databases and use them to access all of the sales
data. If you decide that you do not need all of the information from each of the five
primary databases, but only certain tables, you can use the SKI P routines to stop
applying data that you do not need on each of the logical standby databases.
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C.3.5 Temporary Use of Cascaded Destinations During Network Upgrades

You have a primary database that is currently protected only by nightly backups.
You have been told that you must implement a major failure recovery strategy
immediately. You have another system of the same hardware type in-house, but it
does not have enough power to serve as a standby database for failover purposes,
and it does not have enough disks for the entire database. The only other system
available to you that is large enough to hold the entire database is too far away to be
put on the LAN, and the WAN that connects to it is extremely slow. The deadline
for implementing the strategy is well before any network upgrades can occur.
Adding a destination (on the primary database) to send the redo data to the remote
location would severely affect performance.

The interim solution to this problem would be to create a physical standby database
on the remote system and create a distribution repository on the smallerlocal
system. A distribution repository is contains only the standby control file and the
standby database archived redo log files, not the data files. You would configure the
primary database to send the redo data to the repository locally using the log writer
process (LGAR) in synchronous mode (SYNC) . Because the connection is over the
LAN, the effect on performance would be minimal. The repository would then be
configured to send the data onward over the WAN to the real standby database.

The risk with this configuration is that while the primary database has transmitted
all of its data to a standby database, it is possible that the repository has not
completed sending the data to the remote standby database at the time of a failure
at the primary database. In this environment, as long as both systems do not fail at
the same time, the remote standby database should receive all the data sent up to
the last log switch. You would have to send the current redo log file manually.

Once the WAN is upgraded to permit a direct connection to the remote standby
database, you can either redirect the destination to the repository to point to the
remote standby database directly or create a new destination to the remote standby
database and continue transmitting to the repository as an archive log repository.
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Creating a Physical Standby Database with

Recovery Manager

This appendix describes how to use Oracle Recovery Manager to create a physical
standby database. This appendix contains the following topics:

Preparing to Use RMAN to Create a Standby Database

Creating a Standby Database with RMAN: Overview

Setting Up the Standby Instance

Creating a Standby Database with the Same Directory Structure
Creating a Standby Database with a Different Directory Structure
Creating a Standby Database on the Local Host

Creating a Standby Database with Image Copies

Usage Scenario

D.1 Preparing to Use RMAN to Create a Standby Database

There are several advantages to using RMAN to create a standby database;

RMAN creates standby databases using backups of the primary database,
restoring datafiles to the standby site from backups. Thus, the primary database
is not affected during the creation of standby database.

RMAN automates renaming of files, or directory structures.

RMAN restores archived redo log files from backups and performs recovery to
catch up the standby database to the primary database.
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The procedure for preparing a standby database with RMAN is basically the same
as for preparing a duplicate database. Nevertheless, you need to amend the
duplication procedures described in Oracle Database Backup and Recovery Advanced
User's Guide to account for the issues specific to a standby database.

Familiarize yourself with how to create a physical standby database in Chapter 3
before you attempt the RMAN creation procedures described in this chapter.

This section contains these topics:

« About Standby Database Preparation Using RMAN

« Creating the Standby Control File with RMAN

« Naming the Standby Database Datafiles When Using RMAN
« Naming the Standby Database Log Files When Using RMAN

D.1.1 About Standby Database Preparation Using RMAN

You can use either manual methods or the Recovery Manager DUPLI CATE
command to create a standby database from backups of your primary database.
Before you perform the creation procedure, you must prepare the standby instance.
You can use RMAN to do the preparation tasks described in Table D-1.

Table D-1 Standby Database Preparation Using RMAN

Task

Procedure

Make a backup of the primary database to
use to create a standby database.

Use the normal backup procedure for your
primary database as documented in Oracle
Database Backup and Recovery Basics.

Create a backup of the primary control file
that is usable as a standby control file (if
you do not have one).

See Section D.1.2, "Creating the Standby
Control File with RMAN".

Choose filenames for the standby datafiles.

See Section D.1.3, "Naming the Standby
Database Datafiles When Using RMAN".

Choose filenames for the standby database
archived redo log files and standby redo
log files.

See Section D.1.4, "Naming the Standby
Database Log Files When Using RMAN".

In addition to the RMAN tasks described in Table D-1, you must also perform the
following additional tasks to set up your standby database:
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« Setall necessary initialization parameters in the primary initialization
parameter file.

« Create an initialization parameter file for the standby database and configure all
necessary parameters.

« Set up and configure Oracle Net, as required, to connect to the standby instance.
« Start the standby instance without mounting the control file.

See Chapter 3 for a complete discussion of physical standby database preparation,
including initialization parameter settings. You must perform all necessary
preparation tasks described in these chapters before RMAN can successfully create
the standby database files and mount the standby database.

D.1.2 Creating the Standby Control File with RMAN

You can create the standby control file using either the RMAN BACKUP or COPY
commands by performing the following steps:

Step 1 Connect to the primary database.

Connect to the primary database and, if desired, the recovery catalog database. For
example, enter:

% rman TARGET SYS/oracle@rgt CATALOG rnan/ cat @at db

Step 2 Create the standby control file.

Use either of the following commands to create the standby control file. The only
difference between BACKUP and COPY commands is that the file format of the
backup file is different.

« Using the BACKUP command

Mount the primary database and create the standby control file with the
BACKUP CURRENT CONTROLFI LE FOR STANDBY command. The following
example uses a configured channel to create the standby control file. Then open
the database, archive all unarchived redo log files, and back up any log files that
have not yet been backed up at least once:

STARTUP MOUNT

BACKUP CURRENT CONTROLFI LE FOR STANDBY;

SQ.> ALTER DATABASE OPEN,

SQL ' ALTER SYSTEM ARCHI VE LOG CURRENT' ; # so backup is consistent and
recoverabl e

BACKUP ARCH VELOG ALL NOT BACKED UP 1 TI MES;
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« Using the COPY command

Copy the current primary control file. Specify the FOR STANDBY option of the
COPY CURRENT CONTROLFI LE command to make a copy of the current control
file that is usable as a standby control file. For example:

COPY CURRENT CONTROLFILE FOR STANDBY TO '/tnp/sby_control 01.ctl";

Step 3 List the backup sets or image copies.

If desired, issue a LI ST command to see a listing of the backup sets and pieces, or
issue a LI ST COPY command to see a listing of the image copies.

Note: If you already created a standby control file with the SQL
ALTER DATABASE CREATE STANDBY CONTROLFI LE AS
statement, you can use the RMAN CATALOGcommand to add
metadata about the standby control file to the recovery catalog:

CATALOG CONTROLFI LECOPRPY ' /tnp/sby_control O1.ctl';

D.1.3 Naming the Standby Database Datafiles When Using RMAN

D-4

A standby database can reside either on the same host as the primary database or
on a different host. The following table illustrates the implications for renaming the
standby database datafiles depending on if the directory structures on the hosts are
the same or different.

Standby Database Host Directory Structure Renaming
Same host as primary Different from primary host | Necessary.
Same host as primary Same as primary host Illegal. The standby database

datafiles cannot exist in the
same directories as the
primary database datafiles
on the same host.

Different host from primary | Same as primary host Not necessary.

Different host from primary | Different from primary host | Necessary.

When the directory structures are different for the primary and standby hosts, you
have these options for naming the standby datafiles:
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« Configuring the standby database initialization parameter DB_FI LE_NAME
CONVERT

« Usethe DB_FI LE_NAME CONVERT option of the RMAN DUPLI CATE command

« By using the RMAN CONFI GURE AUXNANE or SET NEWNAMVE command when
creating the standby database

When the directory structures are the same for the primary and standby hosts, then
you have these naming options:

« Leaving the standby filenames the same as the primary filenames (that is, not
setting DB_FI LE_NAME_CONVERT or issuing a CONFI GURE AUXNAME or SET
NEWNANME command) and specifying the NOFI LENAMECHECK option of the
DUPLI CATE command

« By using the DB_FI LE_NAME CONVERT parameter, or the CONFI GURE
AUXNAME or SET NEWNAME commands to rename the standby datafiles

Note that when you use DB_FI LE_NAVME_CONVERT, the format is as follows:

DB _FI LE_NAME CONVERT = 'oldstringl', 'newstringl', 'oldstring2', 'newstring2', ...

For example, you can specify the DB_FI LE_NAME_CONVERT initialization
parameter as follows:

DB_FI LE_NAVE COWERT = '/dbs/t1/', '/dbs/t1/s_', ‘/dbs/t2/*, '/dbs/t2/s_

Because you can specify datafile filenames in the standby control file in multiple

ways, a method for prioritizing settings is necessary. Table D-2 specifies the
hierarchy for the naming of datafiles in the standby database.

Table D—2 Order of Precedence for Naming Datafiles in Standby Database

Method of Standby Datafile Naming | Requirement

1 | Issue SET NEWNAME command. You must issue this command in the RUN
block for the creation of the standby database.

2 | Use the DB_FI LE_NAME_CONVERT None.
option of the RMAN DUPLI| CATE

command.
3 | Issue CONFI GURE AUXNANMVE You must be connected to a recovery catalog,
command. and an AUXNAME that is not NULL must be

stored in the catalog for the datafile.
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Table D-2 (Cont.) Order of Precedence for Naming Datafiles in Standby Database

Method of Standby Datafile Naming | Requirement

4 | Datafile filename as currently If the filename is different, then the DB_
specified in the standby control file. FI LE_NAME_CONVERT parameter must be set
The standby filename is identical to in the standby initialization parameter file. If
the primary filename or is named with | the filename is the same, then you must
the DB_FI LE_NAME_CONVERT specify the NOFI LENAMECHECK clause of the
parameter. DUPLI CATE command.

See Oracle Database Reference for more information about how to use DB_FI LE
NAME_CONVERT to name standby files.

D.1.4 Naming the Standby Database Log Files When Using RMAN

Redo log files are not created on the standby database by RMAN. However, as
described in Chapter 3, log files can be created by other actions that you perform on
the standby database. After the log files are created, they are maintained and
archived according to the normal rules for log files.

The only option when naming the redo log files on the standby database is the
filenames for the log files, as specified in the standby control file. If the log
filenames on the standby must be different from the primary filenames, then one
option is to specify filenames for the redo logs by setting LOG _FI LE_NAME
CONVERT in the standby initialization parameter file.

Note these restrictions when specifying filenames for the redo log files on the
standby database:

« You must use the LOG _FI LE_NAME_CONVERT parameter to name the redo log
files if the primary and standby databases use different naming conventions for
the log files.

=« You cannot use the SET NEWNAME or CONFI GURE AUXNANME commands to
rename the redo log files.

« You cannot use the LOGFI LE clause of the DUPLI CATE command to specify
filenames for the redo log files.

« If you want the redo log filenames on the standby database to be the same as
the primary redo log filenames, then you must specify the NOFI LENAMECHECK
clause of the DUPLI CATE command. Otherwise, RMAN signals an error even if
the standby database is created in a different host.

D-6 Oracle Data Guard Concepts and Administration



Creating a Standby Database with RMAN: Overview

D.2 Creating a Standby Database with RMAN: Overview

When you create a standby database, the procedure differs depending on whether
the standby database is on the same host as the primary database or on a different
host. The procedures in this chapter assume that you have already completed the
standby setup and preparation as outlined in Chapter 3. Do not attempt these
procedures until you have made all necessary initialization parameter settings and
network configuration changes.

After you have performed the steps necessary for preparing the standby instance,
run the Recovery Manager DUPLI CATE . . . FOR STANDBY command to create the
standby database out of backups of the primary database. Note that a standby
database, unlike a duplicate database created by DUPLI CATE without the FOR
STANDBY OPTI QN, does not get a new DBID. Hence, you should not register the
standby database with your recovery catalog.

The steps for creating the standby database differ depending on whether or not you
specify that RMAN should recover the standby database after creating it.

See Oracle Database Backup and Recovery Advanced User's Guide to learn how to use
the DUPLI CATE command to create a duplicate database that is not a standby
database.

D.2.1 RMAN Standby Creation Without Recovery

By default, RMAN does not recover the standby database after creating it. If you do
not specify the DORECOVER option of the DUPLI CATE command, then RMAN
automates these steps of the standby creation procedure during duplication:

1. RMAN establishes connections both to the primary and standby databases, and
the recovery catalog (if used).

2. RMAN queries the repository, which is either the primary control file or the
recovery catalog, to identify the backups of primary database datafiles and the
standby control file.

3. If you use a media manager, then RMAN contacts the media manager on the
standby host to request the backup data.

4. RMAN restores the standby control file to the standby host, thereby creating the
standby control file.

5. RMAN restores the primary datafile backups and copies to the standby host,
thereby creating the standby database datafiles.
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6. RMAN leaves the standby database mounted, but does not place the standby
database in manual or managed recovery mode. RMAN disconnects and does
not perform media recovery of the standby database. Note that you should not
register the standby database in the recovery catalog.

D.2.2 RMAN Standby Creation with Recovery

If you do specify the DORECOVER option of the DUPLI CATE command, then RMAN
performs the same Steps 1-5 in Section D.2.1. Instead of Step 6, it performs these
steps:

1. After all data is restored, RMAN begins media recovery. If recovery requires
archived redo log files, and if the log files are not already on disk, RMAN
attempts to restore it from backups.

2. RMAN recovers the standby database to the specified time, system change
number (SCN), or log file sequence number, or to the latest archived redo log
file generated if none of the preceding are specified.

3. RMAN leaves the standby database mounted after media recovery is complete,
but does not place the standby database in manual or managed recovery mode.
Note that you should not register the standby database in the recovery catalog.

Note: After RMAN creates the standby database, you must
resolve any gap sequence before placing it in manual or managed
recovery mode, or opening it in read-only mode. Section 5.8
discusses gap sequence resolution in detail.

If you want RMAN to recover the standby database after creating it, then the
standby control file must be usable for the desired recovery. Thus, these conditions
must be met:

« The end recovery time of the standby database must be greater than or equal to
the checkpoint SCN of the standby control file.

« An archived redo log file containing the checkpoint SCN of the standby control
file must be available at the standby site for recovery.

One way to ensure these conditions are met is to issue the ALTER SYSTEMARCHI VE
LOG CURRENT statement after creating the standby control file. This statement
archives the online redo log files of the primary database. Then, either back up the
most recent archived redo log file with RMAN or move the archived redo log file to
the standby site.
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Note: The procedures in this chapter assume that you are using
RMAN backups to create the standby database. If you are using
RMAN image copies, then refer to Section D.7.

See Oracle Database Recovery Manager Reference for t he list of DUPLI CATE
restrictions for creating a standby database with RMAN.

D.3 Setting Up the Standby Instance

No matter which standby creation scenario you choose, you must first start the
standby instance and then connect RMAN to this instance. The details of this
procedure vary depending on whether or not the standby and primary sites have a
different directory structure.

To start the standby instance:

1.

Use an operating system utility to copy the SPFILE (or the initialization
parameter file) from the target host to the standby host. Set all required
parameters in the standby database initialization parameter file as described in
Section 3.2.3. For example, if creating the standby database on a separate host
with a different directory structure, edit:

« Initialization parameters that end with _DEST and _PATHand specify a
path name

« DB_FI LE_NAME CONVERT so that it captures all the target datafiles and
converts them appropriately, for example, fromt bs_* to sbyt bs_*

« LOG FI LE_NAVE CONVERT so that it captures all the redo log files and
converts them appropriately, for example, | og_* tosbyl og_*

For example, the following are sample parameter settings in the standby
database initialization parameter file:

STANDBY_ARCHI VE_DEST = /fs3/arc_dest/

LOG_ARCHI VE_FORMAT = log%l % % % .arc

DB_FI LE_ NAME_CONVERT = '/oracle', '/fs3/oracle', '/dbf', '/fs3/oracle'
LOG FI LE_NAME_CONVERT = '/oracle', '/fs3/oracle'

Use SQL*Plus to start the standby instance without mounting it. For example,
enter the following to connect to sbdb1 as SYS (who has SYSDBA privileges)
and start the database:

SQL> CONNECT SYS/sys_pwd@bdbl AS SYSDBA
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SQL> STARTUP NOMOUNT PFI LE=i ni t SBDBL. ora

3. Use SQL*Plus to mount or open the primary database if it is not already
mounted or open. For example, enter the following to connect to pr od1 as SYS
and open the database:

SQL> CONNECT SYS/sys_pwd@r odl AS SYSDBA
SQL> STARTUP PFI LE=i ni t PRODL. or a

Ensure the recovery catalog database is open. For example, enter the following
to connect to cat db as SYS and open the recovery catalog database:

SQL> CONNECT SYS/ oracl e@atdb AS SYSDBA
SQL> STARTUP PFI LE=i ni t CATDB. or a

4. The standby instance must be accessible through Oracle Net. Before proceeding,
use SQL*Plus to ensure you can establish a connection to the standby instance.
Note that you must connect to the standby instance with SYSDBA privileges, so
a password file must exist.

5. Connect to the target database, the standby instance, and (if you use one) the
recovery catalog database. Note that you specify the primary database with the
TARGET keyword and the standby instance with the AUXI LI ARY keyword.

In the following example, connection is established without a recovery catalog
by using operating system authentication:

% rman TARGET / AUXI LI ARY SYS/sys_pwd@hdbl

D.4 Creating a Standby Database with the Same Directory Structure

The simplest case is to create the standby database on a different host and to use the
same directory structure. In this case, you do not need to set the DB_FI LE_NAME _
CONVERT or LOG_FI LE_NAME_CONVERT parameters in the standby initialization
parameter file or set new filenames for the standby datafiles. The primary and
standby datafiles and log files have the same filenames.

D.4.1 Creating the Standby Database Without Performing Recovery

To create the standby database without performing recovery, do not specify the
DORECOVER option on the DUPLI CATE command. By default, RMAN leaves the
standby database mounted and does not recover it.

To create a standby database without performing recovery:
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Follow the steps in Section D.3. Make sure to set all necessary parameters in the
standby initialization parameter file.

Follow these steps during duplication to create but not recover the standby
datafiles:

a. Ifyou do not have automatic channels configured, then manually allocate at
least one auxiliary channel. This channel performs the work of duplication.

b. Specify NOFI LENAMECHECK in the DUPLI CATE command. The
NOFI LENANMVECHECK option is required when the standby and primary
datafiles and log files have the same names. Otherwise, RMAN returns an
error.

For example, run the following command to create the standby database:

DUPLI CATE TARGET DATABASE FOR STANDBY
NOFI LENAMECHECK;

D.4.2 Creating the Standby Database and Performing Recovery

To create the standby database and perform recovery, specify the DORECOVER
option on the DUPLI CATE command.

To create a standby database and perform recovery:

1.

Follow the steps in Section D.3. Make sure to set all necessary parameters in the
standby initialization parameter file.

Follow these steps to restore and recover the standby datafiles:

a. Ensure the end recovery time is greater than or equal to the checkpoint SCN
of the standby control file and that a log file containing the checkpoint SCN
is available for recovery.

b. Ifdesired, issue a SET command to specify the end time, SCN, or log
sequence number for incomplete recovery.

c. Ifautomatic channels are not configured, then manually allocate at least one
auxiliary channel.

d. Specify the NOFI LENAMECHECK parameter in the DUPLI CATE command,
and use the DORECOVER option.

For example, enter the following at the RMAN prompt to use a configured
channel to create the standby database:

# |If desired, issue a LIST command to deternine the SCN of the standby
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control file.

# The SCN to which you recover nust be greater than or equal to the standby
control

# file SON.

LI ST BACKUP OF CONTRCLFI LE;

LI ST COPY OF CONTROLFI LE;

RUN
{
# If desired, issue a SET conmand to termnate recovery at a specified
poi nt .
# SET UNTIL SCN 143508;
DUPLI CATE TARGET DATABASE FOR STANDBY
NOFI LENAMECHECK
DORECOVER;

}

RMAN uses all incremental backups, archived redo log file backups, and
archived redo log files to perform incomplete recovery. The standby database is
left mounted.

D.5 Creating a Standby Database with a Different Directory Structure

If you create the standby database on a host with a different directory structure, you
need to specify new filenames for the standby database datafiles and redo log files.
You can do the following:

Set the LOG_FI LE_NAME CONVERT parameter in the standby initialization
parameter file to name the redo log files on the standby database. If you do not
set LOG_FI LE_NAME_CONVERT, then you must use the NOFI LENAMECHECK
option of the DUPLI CATE command.

Set the DB_FI LE_NAME_CONVERT parameter in the standby initialization
parameter file to name the standby datafiles.

Issue the SET NEVNAME command or the CONFI GURE AUXNAME command
when using the RMAN DUPLI CATE command to name the datafiles.

When creating the standby database on a host with a different directory structure,
follow one of the procedures in the following sections:

Naming Standby Database Files with DB_FILE_ NAME_CONVERT
Naming Standby Database Files with SET NEWNAME
Naming Standby Database Files with CONFIGURE AUXNAME
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See Oracle Database Backup and Recovery Advanced User's Guide to learn about the
difference between SET NEWNAME and CONFI GURE AUXNANME, and Chapter 3 for a
complete discussion of physical standby database preparation and creation.

D.5.1 Naming Standby Database Files with DB_FILE_NAME_CONVERT

In this procedure, you use the DB_FI LE_NAVE_CONVERT parameter to name the
standby datafiles and the LOG_FI LE_NANME_CONVERT parameter to name the redo
log files on the standby database. See Section 3.1.3 for examples of how to use the
DB _FI LE_NAME CONVERT and LOG_FI LE_NAVE_CONVERT parameters to name
standby database files.

D.5.1.1 Creating the Standby Database Without Performing Recovery

To create the standby database without performing recovery, do not specify the
DORECOVER option on the DUPLI CATE command. By default, RMAN leaves the
standby database mounted and does not recover it.

To use parameters to name standby files without performing recovery:

1. Follow the steps in Section D.3. Make sure to set all necessary parameters in the
standby initialization parameter file.

2. Run the DUPLI CATE command. For example, run the following:
DUPLI CATE TARGET DATABASE FOR STANDBY;

After restoring the backups, RMAN leaves the standby database mounted.

D.5.1.2 Creating the Standby Database and Performing Recovery

After using the DB_FI LE_NAME_CONVERT parameter to name the standby datafiles
and the LOG_FI LE_NANME_CONVERT parameter to name the log files on the standby
database, specify the DORECOVER option on the DUPLI CATE command to create the
standby database and perform recovery. The steps in the procedure are the same as
for Section D.4.2.

D.5.2 Naming Standby Database Files with SET NEWNAME
In this procedure, you use SET NEWNAME commands to name the standby datafiles.
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D.5.2.1 Creating the Standby Database Without Performing Recovery

To create the standby database without performing recovery, do not specify the
DORECOVER option on the DUPLI CATE command. By default, RMAN leaves the
standby database mounted and does not recover it.

To name standby database files with the SET NEWNAME command without
performing recovery:

1. Follow the steps in Section D.3. Make sure to set all necessary parameters in the
standby initialization parameter file.

2. Run the DUPLI CATE command. Perform the following steps:

a. Ifautomatic channels are not configured, then manually allocate at least one
auxiliary channel.

b. Specify new filenames for the standby database datafiles with SET
NEVWANME commands.

c. Issue the DUPLI CATE command.

The following example uses a configured channel to create the standby
database:

RUN
{

# set new filenames for the datafiles
SET NEWNAME FOR DATAFILE 1 TO ' ?/dbs/standby_data_01.f";
SET NEWNAME FOR DATAFILE 2 TO ' ?/ dbs/standby_data_02.f";

# run the DUPLI CATE command
DUPLI CATE TARGET DATABASE FOR STANDBY:;

D.5.2.2 Creating the Standby Database and Performing Recovery

To create the standby database and perform recovery, specify the DORECOVER
option on the DUPLI CATE command.

To use the SET NEWNAME command to name standby database files and
perform recovery:

1. Follow the steps in Section D.3. Make sure to set all necessary parameters in the
standby initialization parameter file.

2. Run the DUPLI CATE command. Follow these steps:
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a. Ensure the end recovery time is greater than or equal to the checkpoint SCN
of the standby control file and that a log file containing the checkpoint SCN
is available for recovery (as described in Section D.2.2).

b. Ifdesired, issue a SET command to specify the end time, SCN, or log
sequence number for incomplete recovery.

c. Ifautomatic channels are not configured, then manually allocate at least one
auxiliary channel.

d. Specify new filenames for the standby database datafiles.
e. Issue the DUPLI CATE command with the DORECOVER option.

For example, enter the following at the RMAN prompt to use a configured
channel to create the standby database:

# |f desired, issue a LIST command to deternine the SCN of the standby
control file.

# The SCN to which you recover nust be greater than or equal to the control
file SCN.

LI ST BACKUP OF CONTROLFI LE;
LI ST COPY OF CONTROLFI LE;
RUN
{
# If desired, issue a SET conmand to termnate recovery at a specified
poi nt .
# SET UNTIL TIME ' SYSDATE-7';

# Set new filenanes for the datafiles
SET NEWNAMVE FOR DATAFILE 1 TO ' ?/ dbs/standby_data 01.f";
SET NEWNAVE FOR DATAFILE 2 TO ' ?/ dbs/standby_data_02.f";

DUPLI CATE TARGET DATABASE FOR STANDBY
DORECOVER,
}

RMAN uses all incremental backups, archived redo log file backups, and
archived redo log files to perform incomplete recovery. The standby database is
left mounted.
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D.5.3 Naming Standby Database Files with CONFIGURE AUXNAME

In this procedure, you use CONFI GURE AUXNAME commands to name the standby
datafiles.

D.5.3.1 Creating the Standby Database Without Performing Recovery

To create the standby database without performing recovery, do not specify the
DORECOVER option on the DUPLI CATE command. By default, RMAN leaves the
standby database mounted and does not recover it.

To use CONFIGURE AUXNAME to name standby database files without
performing recovery:

1. Follow the steps in Section D.3. Make sure to set all necessary parameters in the
standby initialization parameter file.

2. Configure the auxiliary names for the datafiles. For example, enter:

# set auxiliary names for the datafiles
CONFI GURE AUXNAME FOR DATAFILE 1 TO '/oracl e/ auxfiles/aux_1.f';
CONFI GURE AUXNAME FOR DATAFILE 2 TO '/oracl e/ auxfiles/aux_2.f';

CONFI GURE AUXNAME FOR DATAFILE n TO '/oracl e/ auxfiles/aux_n.f";

3. Run the DUPLI CATE command. If automatic channels are not configured,
manually allocate at least one auxiliary channel before issuing the DUPLI CATE
command, as in the following example:

RUN
{

# allocate at least one auxiliary channel of type DI SK or sht
ALLOCATE AUXI LI ARY CHANNEL standbyl DEVI CE TYPE sbt;

# issue the DUPLI CATE comand
DUPLI CATE TARGET DATABASE FOR STANDBY;

}

4. Unspecify the auxiliary names for the datafiles so that they are not overwritten
by mistake. For example, enter the following at the RMAN prompt:

# un-specify auxiliary nanes for the datafiles
CONFI GURE AUXNAME FOR DATAFI LE 1 CLEAR;
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CONFI GURE AUXNAME FOR DATAFI LE 2 CLEAR;

CONFI GURE AUXNAME FOR DATAFI LE n CLEAR;

D.5.3.2 Creating the Standby Database and Performing Recovery

To create the standby database and perform recovery, specify the DORECOVER
option on the DUPLI CATE command.

To use CONFIGURE AUXNAME to name standby files and perform recovery:

1.

Follow the steps in Section D.3. Make sure to set all necessary parameters in the
standby initialization parameter file.

Set the auxiliary names for the datafiles. For example, enter the following:

# set auxiliary names for the datafiles
CONFI GURE AUXNAME FOR DATAFILE 1 TO '/oracl e/ auxfiles/aux_1.f';
CONFI GURE AUXNAME FOR DATAFILE 2 TO '/oracl e/ auxfiles/aux_2.f';

CONFI GURE AUXNAME FOR DATAFILE n TO '/oracl e/ auxfiles/aux_n.f";

Run the DUPLI CATE command. Follow these steps:

« Ensure the end recovery time is greater than or equal to the checkpoint SCN
of the standby control file and that a log file containing the checkpoint SCN
is available for recovery (as described in Section D.2.2).

« If desired, issue a SET command to specify the end time, SCN, or log
sequence number for incomplete recovery.

« Ifautomatic channels are not configured, then manually allocate at least one
auxiliary channel.

« Issue the DUPLI CATE TARGET DATABASE for standby command.

For example, enter the following at the RMAN prompt to use a configured
channel to create the standby database:

# |If desired, issue a LIST command to deternine the SCN of the standby
control file.

# The SCN to which you recover nust be greater than or equal to the control
file SCN

LI ST BACKUP OF CONTROLFI LE;
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LI ST COPY OF CONTROLFILE;

DUPLI CATE TARCGET DATABASE FOR STANDBY
DCRECOVER,

RMAN uses all incremental backups, archived redo log file backups, and
archived redo log files to perform incomplete recovery. The standby database is
left mounted.

4. Clear the auxiliary name settings for the datafiles so that they are not
overwritten by mistake. For example, enter the following at the RMAN prompt:

# un-specify auxiliary nanes for the datafiles
CONFI GURE AUXNAME FOR DATAFI LE 1 CLEAR;
CONFI GURE AUXNAME FOR DATAFI LE 2 CLEAR;

CONFI GURE AUXNAME FOR DATAFI LE n CLEAR;

D.6 Creating a Standby Database on the Local Host

When creating a standby database on the same host as the primary database, follow
the same procedure as for duplicating to a remote host with a different directory
structure as described in Section D.5.

Note the following restrictions when creating a standby database on the same host
as the primary database:

= You can create the standby database in the same Oracle home as the target
database, but you must convert the filenames with the same methods used for
conversion on a separate host. That is, you must treat a standby database in the
same Oracle home as if it were a database on a separate host with a different
directory structure. You must not use the same names for standby and primary
database files when the two databases are on the same machine.

« You must set the DB_UNI QUE_NAME initialization parameter on both databases.

CAUTION: Do not use the NOFI LENAMECHECK option when
creating the standby database in the same Oracle home as the
primary database. If you do, then you may overwrite the target
database files or cause the DUPLI CATE command to fail with an
error.
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D.7 Creating a Standby Database with Image Copies
This section contains these topics:
«  Overview
«  When Copies and Datafiles Use the Same Names

« When Copies and Datafiles Use Different Names

D.7.1 Overview

The main restriction when using RMAN image copies to create the standby
datafiles is that the image copy filenames for datafiles and archived redo log files on
the primary and standby hosts must be the same. For example, assume that datafile
lisnamed/ or acl e/ dbs/ df 1. f on the primary host. If you use the RMAN COPY
command to copy this datafile to / dat a/ df 1. f, then this image copy must exist
on the standby host with the same filename of / dat a/ df 1. f . Otherwise, RMAN
cannot locate the metadata for the standby image copy in its repository.

You have two main ways of populating the standby host with the image copies:
« Transferring them manually with f t p or some other utility

« Mounting the standby directory structure on the primary host with a network
file system (NFS)

When you use the NFS method, you can create a directory on the primary host that
maps to a directory on the standby host. If you use this method, then the NFS
mount point on both machines must have the same directory name. For example,
you can map / dat a on the primary host to / dat a on the standby host, but you
cannot map / dat a on the primary host to/ di r on the standby host (unless you
use functionality such as symbolic links in UNIX or logical drives on Windows NT).

The filename of the image copy on the standby host must be the same as the
filename of the image copy on the primary host. Nevertheless, you can specify a
different path name for the standby datafile by using SET NEWNAVE commands or
the DB_FI LE_NAME_CONVERT initialization parameter.

For example, although the image copy of datafile 1 is named / dat a/ df 1. f on the
standby host, you can specify the path name / or acl e/ sb/ df 1. f in the standby
control file by using initialization parameters or RMAN commands. Note that you
do not manually rename the physical image copy. When you run the DUPLI CATE
command, RMAN restores the image copy / dat a/ df 1. f and creates the standby
datafile 1 as/ or acl e/ sb/ df 1. f based on the information in the initialization
parameters or RMAN commands.
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Table D-3 illustrates two scenarios for using NFS to create a standby database with

one datafile.

Table D—-3 Using Image Copies to Create a Standby Database: Scenario

both hosts)

NFS Mount | Primary Datafile Image Copy Standby Datafile

Point Filename Filename Filename Procedure

/data /oracle/dbs/df1.f |/data/df1.f |/data/df1l.f See Section D.7.2, "When

(same on (same path name as Copies and Dataf'iles Use

both hosts) image copy) the Same Names

/dat a /oracle/dbs/df1.f |/data/df1.f |/oracle/sb/df1l.f |SeeSectionD.7.3, "When
. Copies and Datafiles Use

(same on (different path name

from image copy) Different Names

Table D-3 assumes that the standby directory structure is mounted on the primary
host, and that the mount point is / dat a on both hosts. Because the primary host
mounts the standby host directory structure, when you create the image copy

/ dat a/ df 1. f on the primary host, you are actually creating the image copy

/ dat a/ df 1. f on the standby host.

In the first scenario, you name the standby datafiles with the same filenames as the
image copies. This case is the simplest because you do not need to use RMAN at all
to create the standby database. First, set the DB_FI LE_NAME_CONVERT parameter
in the standby initialization parameter file to convert the primary datafile filename
/oracl e/ dbs/ df 1. f to the standby filename / dat a/ df 1. f. Then, copy the files
to the standby host, and mount the standby database.

In the second scenario, you use different filenames for the standby datafiles and the
image copies. To create this standby database, run the DUPLI CATE command. The
DUPL| CATE command restores the image copy of datafile 1 and renames it
according to either the SET NEWNAME commands or the DB_FI LE_NAVE_CONVERT
initialization parameter.

D.7.2 When Copies and Datafiles Use the Same Names

This procedure assumes that you are using the same filenames for the standby
datafiles and the image copies of the primary datafiles.
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To create a standby database when the copies and standby datafiles have the
same names:

1. After connecting to the primary database, and if desired, the recovery catalog
database, mount but do not open the primary database and ensure the database
was closed cleanly before mounting. For example, enter:

RVAN> STARTUP MOUNT PFI LE=init. ora;

2. Make sure that you set DB_FI LE_NAME_CONVERT in the standby initialization
parameter file so that standby datafile filenames are translated from the
primary datafile filenames. For example:

DB _FI LE_NAME_CONVERT = '/oracl e/dbs', '/dsk2/oracle'

3. Copy all of the datafiles and the standby control file. For example, enter:

copy

DATAFILE 1 TO '/dsk2/oracle/df _1.f
DATAFI LE 2 TO '/dsk2/oracl e/ df _2.f
DATAFI LE 3 TO '/dsk2/ oracl e/ df _3.f
DATAFILE 4 to '/dsk2/oracle/df _4.f
DATAFILE 5 TO '/dsk2/oracl e/ df _5.f",
DATAFI LE 6 TO '/dsk2/oracle/df _6.f'
DATAFILE 7 TO '/dsk2/oracl e/ df _7.f
DATAFI LE 8 to '/dsk2/oracl e/ df _8.f
DATAFILE 9 TO '/dsk2/oracle/df_9.f",
DATAFI LE 10 TO '/dsk2/oracl e/ df _10.f",
DATAFI LE 11 TO '/dsk2/oracl e/ df _11.f",
DATAFI LE 12 to '/dsk2/oracle/df _12.f",

CURRENT CONTROLFILE FOR STANDBY TO '/dsk2/oracle/cf.f";

4. Start the standby instance and mount the standby control file. For example,
start SQL*Plus and enter:

SQL> STARTUP NOMOUNT PFI LE=/ dsk2/ or acl e/ dbs/i ni t STANDBY1. or a
SQL> ALTER DATABASE MOUNT;

D.7.3 When Copies and Datafiles Use Different Names

This procedure assumes that you use different filenames for the standby datafiles
and the image copies of the primary datafiles.
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D.7.3.1 Creating the Standby Database Without Performing Recovery

To create the standby database without performing recovery, you do not need to run
the DUPLI CATE command. By default, RMAN leaves the standby database
mounted and does not recover it.

To create a standby database when the copies and standby datafiles have
different names without performing recovery:

1. Connect to the primary database, standby instance, and, if desired, the recovery
catalog database. For example, enter:;

% rman TARCGET sys/sys_pwd@rodl AUXI LI ARY sys/sys_pwd@bdbl CATALOG
rman/ cat @at db

2. Mount but do not open the primary database and ensure the database was
closed cleanly before mounting. For example, enter:

STARTUP MOUNT PFI LE=i ni t PRODL. or a

3. Eitherset DB_FI LE_NAME CONVERT in the standby initialization parameter file
so that standby datafile filenames are translated from the primary datafile
filenames, or issue SET NEWNAME commands. For example, set the DB_FI LE
NAME _CONVERT parameter as follows:

DB_FI LE_NAME_CONVERT = '/oracl e/dbs', '/dsk2/oracle'

4. Use the COPY command to copy all of the datafiles and the standby control file.
For example, issue the following commands:

CoPY
DATAFILE 1 TO '/dsk2/oracle/df _1.f
DATAFI LE 2 TO '/ dsk2/ oracl e/ df _2.f
DATAFI LE 3 TO '/ dsk2/ oracl e/ df _3.f
DATAFILE 4 to '/dsk2/oracle/df _4.f
DATAFILE 5 TO ' /dsk2/oracl e/ df _5.f",
DATAFILE 6 TO '/dsk2/oracle/df _6.f'
DATAFILE 7 TO '/ dsk2/oracl e/ df _7.f
DATAFI LE 8 to '/dsk2/oracl e/ df _8.f
DATAFILE 9 TO '/dsk2/oracle/df_9.f",
DATAFI LE 10 TO '/dsk2/oracl e/ df _10.f",
DATAFI LE 11 TO '/dsk2/oracle/df _11.f",
DATAFI LE 12 to '/dsk2/oracle/df _12.f"
CURRENT CONTRCLFILE FOR STANDBY TO* /dsk2/orac| e/cf.f'

# To ensure the control file checkpoint is archived, archl ve the

# current redo log file

SQL ' ALTER SYSTEM ARCH VE LOG CURRENT' ;
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5.

Start the auxiliary instance and mount the standby control file. For example,
start SQL*Plus and enter:

SQL> STARTUP MOUNT PFI LE=/ dsk2/ or acl e/ dbs/ i ni t STANDBY1. or a

D.7.3.2 Creating the Standby Database and Performing Recovery

To create the standby database and perform recovery, specify the DORECOVER
option on the DUPLI CATE command.

To create a standby database when the copies and standby datafiles have
different names and perform recovery:

1.

Connect to the primary database, standby instance, and, if desired, the recovery
catalog database. For example, enter:

% rman TARCGET sys/sys_pwd@rodl AUXI LI ARY sys/sys_pwd@bdbl CATALOG
rman/ cat @at db

Mount but do not open the primary database and ensure the database was
closed cleanly before mounting. For example, enter:

STARTUP MOUNT PFI LE=i ni t PRODL. or a

Either set DB_FI LE_NAME_CONVERT in the standby initialization parameter file
so that standby datafile filenames are translated from the primary datafile

filenames, or issue SET NEWNANME commands. For example, set the DB_FI LE
NAME _CONVERT parameter as follows:

DB_FI LE_NAME_CONVERT = '/oracl e/dbs', '/dsk2/oracle'

Run the DUPLI CATE command. Follow these steps:

a. Ensure the end recovery time is greater than or equal to the checkpoint SCN
of the standby control file and that a log file containing the checkpoint SCN
is available for recovery (as described in Section D.2.2).

b. If desired, issue a SET command to specify the end time, SCN, or log
sequence number for recovery.

c. Ifautomatic channels are not configured, then manually allocate at least one
auxiliary channel for the duplication.

d. Copy every datafile and the standby control file.

e. Archive the current online redo log files.
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f.  Issue the DUPLI CATE command with the DORECOVER option.
For example, enter the following:

copPYy
DATAFILE 1 TO '/dsk2/oracle/df _1.f'
DATAFI LE 2 TO '/dsk2/oracl e/ df _2.f'
DATAFI LE 3 TO '/dsk2/oracl e/ df _3.f'
DATAFILE 4 to '/dsk2/oracle/df_4.f",
DATAFILE 5 TO '/ dsk2/oracl e/ df _5.f"
DATAFILE 6 TO '/dsk2/oracle/df_6.f"
DATAFILE 7 TO '/dsk2/oracl e/ df _7.f"
DATAFILE 8 to '/dsk2/oracle/df _8.f'
DATAFILE 9 TO '/dsk2/oracle/df _9.f",
DATAFI LE 10 TO '/dsk2/oracl e/ df _10.f",
DATAFI LE 11 TO '/dsk2/oracl e/ df _11.f",
DATAFI LE 12 to '/dsk2/oracl e/ df _12.f"
CURRENT CONTROLFILE FOR STANDBY TO '/dsk2/oracle/cf.f";
SQ ' ALTER SYSTEM ARCH VE LOG CURRENT' ;
DUPLI CATE TARGET DATABASE FOR STANDBY

DORECOVER,

RMAN uses all incremental backups, archived redo log file backups, and
archived redo log files to perform incomplete recovery. The standby database is
left mounted.

D.8 Usage Scenario

In this scenario, you are performing a duplication that uses both backups and image
copies of the primary datafiles. The scenario illustrates how RMAN is able to use
both datafile backups and datafile copies for the standby files, and also is able to
use both incremental backups and archived redo log files to recover the standby
database.

Assume the following about the standby database environment:
« The primary database is on host 1 and the standby database is on host 2.

« Database pr od1 has 30 datafiles: datafiles 1 through 25 are on a raw disk
named with the pattern / dev/ r dsk### (where ### is a number starting with
001 and ending with 025), and datafiles 26 through 30 are located in the
/ primary/ datafil e directory.

You perform the following actions over the course of a week:

1. On Monday, you run the following incremental level 0 database backup:
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BACKUP DEVI CE TYPE sbt | NCREMENTAL LEVEL O DATABASE PLUS ARCHI VELOG

2. On Tuesday, copy datafiles 1 through 5 into the / st andby/ dat afi | e
directory on host 1, then run the BACKUP ARCHI VELOGALL command.

3.  On Wednesday, copy datafiles 6 through 9 into the / st andby/ dat afil e
directory on host 1, then run the BACKUP ARCHI VELOGALL command.

4. On Thursday, run the following incremental level 1 database backup:
BACKUP DEVI CE TYPE sbt | NCREMENTAL LEVEL 1 DATABASE PLUS ARCHI VELOG

5. On Friday, copy datafiles 10 through 15 into the / st andby/ dat afi |l e
directory on host 1, then run the BACKUP ARCHI VELOGALL command.

6. On Saturday morning, run the following RMAN commands:

COPY CURRENT CONTROLFILE FOR STANDBY TO '/standby/datafile/cf.f";
SQL " ALTER SYSTEM ARCHI VELOG CURRENT';
BACKUP DEVI CE TYPE sbt ARCH VELOG ALL;

7. On Saturday night, ftp all the image copiesin/ st andby/ dat afi | e on host 1
to/ st andby/ dat af i | e on host 2, and also ftp all the log files on host 1 to
host 2; also make the tape backups of pr od1 accessible to host 2.

On Sunday, you decide to create the standby database and recover it up to the point
of the Saturday backup. You want all the standby datafiles to be located in the
/ st andby/ dat af i | e directory on host 2.

You must choose a method for naming the standby datafiles. You could use the DB _
FI LE_NAME_CONVERT parameter to change each pattern of the raw disk datafiles,
which would require 25 pairs of values in the parameter (one pair for each raw disk
filename that is being renamed). Instead, you decide to use SET NEVWNAME
commands for the 25 datafiles on raw disk, and use the DB_FI LE_NAVE_CONVERT
parameter only for converting the names for the five datafiles in
/primary/datafileto/standby/datafile.

The image copies are located in / st andby/ dat af i | e on host 2, but you only
made copies of datafiles 1 through 15. This is not a problem, however, because you
have incremental backups of all the datafiles. RMAN always chooses to restore
image copies over backups, but if no image copies are available, then RMAN
restores backups. So, you run the following script:

RUN

{
# run SET NEWNAME commands for datafiles 1-25

SET NEWNAME FOR DATAFILE 1 TO '/standy/datafile/df1.f";
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SET NEWNAME FOR DATAFILE 2 TO '/standby/datafile/df2.f";

SET NEWNAME FOR DATAFILE 25 TO '/standby/datafile/df 25.f";
DUPLI CATE TARGET DATABASE FOR STANDBY DORECOVER,
}

RMAN does the following actions during the duplication:
« Uses the image copies of datafiles 1 through 15.

« Restores the backups of datafiles 16 through 30 (because no image copies are
available of these datafiles).

« Uses incremental backups to recover datafiles 1 through 9 and datafiles 16
through 30, but not to recover datafiles 10 through 15 because these copies were
created on Friday after the Thursday incremental level 1 backup.

« Restores and applies archived redo log files as needed to datafiles 1 through 30
up to the last archived redo log file that was backed up.

« Applies archived redo log files on disk up to the last archived redo log file.
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Setting Archive Tracing

The Oracle database writes an audit trail of the archived redo log files received from
the primary database into a trace file. The LOG_ARCHI VE_TRACE parameter
controls output generated by the ARCn, LGWR, and foreground processes on the
primary database, and the RFS and FAL server processes on the standby database.

E.1 LOG_ARCHIVE_TRACE Initialization Parameter

To see the archiving progression to the standby site, set the LOG_ARCHI VE_TRACE
parameter in the primary and standby initialization parameter files. When you set
the LOG_ARCHI VE_TRACE parameter, it causes the Oracle database to write an
audit trail to a trace file as follows:

« On the primary database

This causes the Oracle database to write an audit trail of archiving process
activity (ARCn and foreground processes, LGWR, and FAL activities) on the
primary database in a trace file whose filename is specified in the USER_DUMP_
DEST initialization parameter.

« On the standby database

This causes the Oracle database to write an audit trail of the RFS process and
the ARCn process activity relating to archived redo log files on the standby
database in a trace file whose filename is specified in the USER_DUMP_DEST
initialization parameter.

E.2 Determining the Location of the Trace Files

The trace files for a database are located in the directory specified by the USER _
DUVP_DEST parameter in the initialization parameter file. Connect to the primary
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and standby instances using SQL*Plus, and issue a SHOWstatement to determine the
location, for example:

SQL> SHOW PARAMETER USER_DUMP_DEST

user _dunp_dest string ?/rdbns/log

E.2.1 Setting the LOG_ARCHIVE_TRACE Initialization Parameter

The format for the archiving trace parameter is as follows, where trace_level is an
integer:

LOG_ARCHI VE_TRACE=trace_| evel

To enable, disable, or modify the LOG_ARCHI VE_TRACE parameter for a physical
standby database that is performing Redo Apply or is in read-only mode, issue a
SQL statement similar to the following:

SQL> ALTER SYSTEM SET LOG_ARCHI VE_TRACE=15;

In the previous example, setting the LOG_ARCHI VE_TRACE parameter to a value of
15 sets trace levels 1, 2, 4, and 8 as described in Section E.2.2.

Issue the ALTER SYSTEMstatement from a different standby session so that it
affects trace output generated by the remote file service (RFS) and ARCnh processes
when the next archived redo log file is received from the primary database. For
example, enter:

SQL> ALTER SYSTEM SET LOG ARCH VE_TRACE=32;

E.2.2 Choosing an Integer Value

The integer values for the LOG_ARCHI VE_TRACE parameter represent levels of
tracing data. In general, the higher the level, the more detailed the information. The
following integer levels are available:

Level Meaning

0 Disables archived redo log tracing (default setting)
1 Tracks archiving of log files

2 Tracks archive status by archive log file destination
4 Tracks archive operational phase
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Level Meaning

8 Tracks archive log destination activity

16 Tracks detailed archive log destination activity
32 Tracks archive log destination parameter modifications
64 Tracks ARCn process state activity

128 Tracks FAL server process activity

256 Supported in a future release

512 Tracks asynchronous LGWR activity

1024 Tracks the RFS physical client

2048 Tracks the ARCn or RFS heartbeat

4096 Tracks real-time apply activity

You can combine tracing levels by setting the value of the LOG_ARCHI VE_TRACE
parameter to the sum of the individual levels. For example, setting the parameter to
6 generates level 2 and level 4 trace output.

The following are examples of the ARCO trace data generated on the primary site by
the archiving of log file 387 to two different destinations: the service st andby1 and
the local directory / or acl e/ dbs.

Note: The level numbers do not appear in the actual trace output;
they are shown here for clarification only.

Correspondi ng entry content (sanple)

ARCO: Begin archiving | og# 1 seq# 387 thrd# 1

ARQD: VALI DATE

ARQD: PREPARE

ARQD: | NITIALIZE

ARQD: SPOCL

ARCD: Creating archive destination 2 : 'standbyl'

ARCD: Issuing standby Create archive destination at 'standbyl'
ARCD: Creating archive destination 1 : '/oracle/dbs/dlarcl _387.10g'
ARCO: Archiving block 1 count 1 to : 'standbyl'

ARCO: Issuing standby Archive of block 1 count 1 to 'standbyl'
ARCO: Archiving block 1 count 1 to : '/oracle/dbs/dlarcl 387.10g'
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(8 ARCO: Cosing archive destination 2 : standbyl

(16) ARCO: Issuing standby O ose archive destination at 'standbyl'
(8 ARCO: Cosing archive destination 1 : /oracle/dbs/dlarcl_387.10g
(4) ARQO: FI NI SH

(2 ARCO: Archival success destination 2 : 'standbyl'

(2 ARCO: Archival success destination 1 : '/oracle/dbs/dlarcl _387.10g'
(4 ARCO: COWPLETE, all destinations archived

(16) ARCO: ArchivedLog entry added: /oracle/dbs/dlarcl_387.10g

(16) ARCO: ArchivedLog entry added: standbyl

(4) ARQD: ARCHI VED

(1 ARCO: Conpleted archiving log# 1 seq# 387 thrd# 1

(32) Propagating archive 0 destination version 0 to version 2
Propagating archive 0 state version 0 to version 2
Propagating archive 1 destination version 0 to version 2
Propagating archive 1 state version 0 to version 2
Propagating archive 2 destination version 0 to version 1
Propagating archive 2 state version 0 to version 1
Propagating archive 3 destination version 0 to version 1
Propagating archive 3 state version 0 to version 1
Propagating archive 4 destination version 0 to version 1
Propagating archive 4 state version 0 to version 1

(64) ARCH changi ng ARCO KCRRNOARCH- >KCRRSCHED
ARCH: STARTI NG ARCH PROCESSES
ARCH: changi ng ARCO KCRRSCHED- >KCRRSTART
ARCH: i nvoki ng ARCO
ARCD: changi ng ARCO KCRRSTART- >KCRRACTI VE
ARCH: Initializing ARC
ARCH: ARQD i nvoked
ARCH: STARTI NG ARCH PROCESSES COVPLETE
ARCO started with pid=8
ARQO: Archival started

The following is the trace data generated by the RFS process on the standby site as it
receives archived redo log file 387 in directory / st by and applies it to the standby

database:

| evel trace output (sanple)

(4 RFS. Startup received from ARCH pid 9272

(4 RFS: Notifier

(4 RFS. Attaching to standby instance

(1 RFS. Begin archive |og# 2 seq# 387 thrd# 1

(32) Propagating archive 5 destination version 0 to version 2
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Propagating archive 5 state version 0 to version 1

RFS.
RFS.
RFS.
RFS:
RFS:
RFS:
RFS.
RFS.

Creating archive destination file: /sthy/parcl_387.10g
Archiving block 1 count 11

Cormpl eted archive log# 2 seq# 387 thrd# 1

A osing archive destination file: /stby/parcl_387.10g
ArchivedLog entry added: /stby/parcl_387.10g

Archivel og seq# 387 thrd# 1 avail abl e 04/02/99 09: 40: 53
Det aching from standby instance

Shut down received from ARCH pid 9272
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Sample Disaster Recovery ReadMe File

In a multiple standby database configuration, you cannot assume that the database
administrator (DBA) who set up the multiple standby database configuration is
available to decide which standby database to fail over to in the event of a disaster.
Therefore, it is imperative to have a disaster recovery plan at each standby site, as
well as at the primary site. Each member of the disaster recovery team needs to
know about the disaster recovery plan and be aware of the procedures to follow.

Example F-1 shows the kind of information that the person who is making the
decision would need when deciding which standby database should be the target of
the failover.

A ReadMe file is created and maintained by the DBA and should describe how to:
« Log on to the local database as a DBA
« Log on to each system where the standby databases are located

There might be firewalls between systems. The ReadMe file should include
instructions for going through the firewalls.

« Log on to other databases as a DBA
« ldentify the most up-to-date standby database
« Perform the standby database failover

« Configure network settings to ensure client applications access the new primary
database, instead of the original primary database

Example F-1 Sample Disaster Recovery ReadMe File
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Performthe steps in this procedure only if you are responsible for failing over
to a standby database after the primary database fails.

If you performthe steps outlined in this file unnecessarily, you nmight corrupt

the entire database system
khkkkhkkkhkhhkkkhhkhhhhkhhhkhkhhhhhhkhkhhhkhhhhxhhhhhhhhhhhhkhhhkhkhhkhkhhhrhhhrxhhhrdhhhkhhhkkdhx*k

Mil tiple Standby Database Configuration:

No. Location Type | P Address

1 San Francisco Primary  128.1.124.25
2 San Francisco Standby  128.1.124.157
3 Boston Standby  136.132.1.55
4  Los Angeles Standby  145.23.82. 16
5 San Francisco Standby 128.1.135.24

You are in systemNo. 3, which is |ocated in Boston.

Performthe following steps to fail over to the nost up-to-date and avail abl e
standby dat abase:

1. Log on to the local standby database as a DBA.
a) Log on with the follow ng user name and password:

usernane: Standby3
password: zkc722Khn

b) Invoke SQL*Plus as follows:

% sql pl us
¢) Connect as the DBA as follows:

CONNECT sys/s23Lsdl c AS SYSDBA

2. Connect to as nmany renote systens as possible. You can connect to a maxi mum

of four systens. System 4 does not have a firewall, so you can connect to it
directly. Systenms 1, 2, and 5 share the same firewal| host. You need to go
to the firewall host first and then connect to each system The I|P address
for the firewall host is 128.1.1.100. Use the follow ng user name and

passwor d:
usernane: Disaster

F-2 Oracle Data Guard Concepts and Administration



password: 82| hsl W82

Log on to as many renobte systens as possible with the fol | owing user nanes
and passwor ds:

Logi n information:
No. Location | P Address usernane  password

1 San Francisco 128.1.124.25 Oracl e9i sdd290Ec

2 San Francisco 128.1.124.157 Standby2 ei23nJHb

3 (Local)

4  Los Angeles 145.23.82.16  Standby4  23HHoe2a

5 San Francisco 128.1.135.24 Standby5 snc#$dnc

I nvoke SQL*Plus on each remote systemyou are able to log on to as fol | ows:
% sql pl us

Connect to each renote database as fol | ows:

CONNECT sys/ password AS SYSDBA

The DBA passwords for each location are:

No. Location Password

1 San Francisco x2dw sd91
2 San Francisco a239s1DAq
3 (Local)

4  Los Angeles oWKL( @s23
5 San Franci sco sad_KS13x

If you are able to log on to System1, invoke SQL*Plus and execute the
foll owing statenents:

SQL> SHUTDOMWN | MVEDI ATE;
SQ.> STARTUP PFI LE=PRMWYi ni t. ora;

Note: If you are able to execute the STARTUP statenent successfully, the
primary database has not been danaged. Do not continue with this
procedure.

Execute the following SQL statements on each standby database (including the
one on this systen) that you were able to connect to:
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SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE CANCEL;
SQL> SELECT THREADH, MAX(SEQUENCE#) FROM V$LOG H STORY GROUP BY THREADK;

Compare the query results of each standby database. Fail over to the
standby database with the |argest sequence nunber.

8. Fail over to the standby database with the |argest sequence nunber.

On the standby database with the |argest sequence nunber, invoke SQ*Plus
and execute the followi ng SQ statenents:

SQL> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE
2> DI SCONNECT FROM SESSI ON:
SQ> ALTER DATABASE RECOVER MANAGED STANDBY DATABASE FI NI SH;
SQ> ALTER DATABASE COWM T TO SW TCHOVER TO PRI MARY;
SQ> SHUTDOMWN | MVEDI ATE;
SQ.> STARTUP PFI LE=Fai | over. ora;

9. Update the other standby databases with the new prinary database information
and ensure the log transport and | og apply services are working correctly.
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ABORT LOGICAL STANDRBY clause

of ALTER DATABASE, 13-5
ACTIVATE STANDBY DATABASE clause

of ALTER DATABASE, 7-25,10-33, 13-5
ADD STANDBY LOGFILE clause

of ALTER DATABASE, 5-28,8-17, A-2
ADD STANDBY LOGFILE GROUP clause

of ALTER DATABASE, 5-28,13-2
ADD STANDBY LOGFILE MEMBER clause

of ALTER DATABASE, 5-35,13-2, A-2
ADD STANDBY MEMBER clause

of ALTER DATABASE, 5-35
ADD SUPPLEMENTAL LOG DATA clause

of ALTER DATABASE, 4-9,4-10, 13-2
ADD TEMPFILE clause

of ALTER TABLESPACE, 8-7
adding

datafiles, 8-10, 9-16, 9-17

examples, 8-11
indexes on logical standby databases, 1-12, 2-4,
9-5

new or existing standby databases, 1-7

online redo log files, 5-35, 8-17

standby redo log group members, 5-35

tablespaces, 8-10

temporary files, 3-13, 4-17
AFFIRM attribute

LOG_ARCHIVE_DEST _n initialization

parameter, 12-2, 12-4
setting for data protection, 5-29
ALTER DATABASE RECOVER MANAGED
STANDBY DATABASE

Index

cancelling the DELAY control option, 6-5

ALTER DATABASE RENAME FILE statement

modifying the standby control file, 8-15

ALTER DATABASE RENAME GLOBAL_NAME

statement, 4-16

ALTER DATABASE statement

ABORT LOGICAL STANDBY clause, 13-5
ACTIVATE STANDBY DATABASE
clause, 7-25, 10-33, 13-5
ADD STANDBY LOGFILE clause, 5-28, 8-17,
13-2, A-2
ADD STANDBY LOGFILE GROUP clause, 5-28
ADD STANDBY LOGFILE MEMBER
clause, 5-35,13-2, A-2
ADD SUPPLEMENTAL LOG DATA
clause, 4-9,4-10, 13-2
ALTER STANDBY LOGFILE clause, 5-28
ALTER STANDBY LOGFILE GROUP
clause, 5-28
CLEAR UNARCHIVED LOGFILES clause, 8-33
COMMIT TO SWITCHOVER clause, 7-12, 7-17,
7-21,7-22,10-34, 13-2, F-4
in Real Application Clusters, B-9
troubleshooting, A-6, A-8, A-9
CREATE CONTROLFILE clause, 8-10, 8-32
CREATE DATAFILE ASclause, A-2
CREATE STANDBY CONTROLFILE
clause, 3-7,4-14, A-4
REUSE clause, 13-2
DROP LOGFILE clause, A-2
DROP STANDBY LOGFILE MEMBER
clause, 13-3, A-2
FORCE LOGGING clause, 2-7, 3-2, 10-36, 13-3
GUARD clause, 9-3
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keywords of, 9-3,9-4
MOUNT STANDBY DATABASE clause, 13-3
OPEN READ ONLY clause, 13-3
OPEN RESETLOGS clause, 3-7, 4-16, 8-33
PREPARE TO SWITCHOVER clause, 7-20, 13-3
RECOVER MANAGED STANDBY DATABASE
clause, 3-14, 4-14, 4-17, 6-5, 8-6, 8-8, 10-18,
10-33, 13-4
background process, 6-6, 8-2
canceling, 6-7
canceling log apply services, 8-6
controlling Redo Apply, 6-6
failover, 13-5
foreground session, 6-6
initiating failover, 7-17
overriding the delay interval, 6-5, 12-17
starting real time apply, 6-7
switchover scenario, 10-33
REGISTER LOGFILE clause, 12-40, 13-4, A-6
REGISTER LOGICAL LOGFILE clause, 10-23
RENAME FILE clause, A-2
restrictions, A-2
SET STANDBY DATABASE clause
TO MAXIMIZE AVAILABILITY clause, 13-4
TO MAXIMIZE PERFORMANCE
clause, 7-10
TO MAXIMIZE PROTECTION clause, 13-4
START LOGICAL STANDBY APPLY
clause, 6-11, 7-26, 13-5, A-12
IMMEDIATE keyword, 6-11, 9-14
NEW PRIMARY keyword, 7-26
starting SQL Apply, 4-17
STOP LOGICAL STANDBY APPLY
clause, 6-11, 7-25, 10-23, 13-5
TEMPFILE clause, 3-13, 4-17
ALTER SESSION GUARD DISABLE
disabling the database guard to define a database
link, 7-26
ALTER SESSION statement
GUARD ENABLE clause, 13-6
ALTER SYSTEM statement
ARCHIVE LOG CURRENT clause, 3-14, 10-36
ALTER TABLESPACE statement, 8-12, 8-15, 9-17,
10-38
ADD TEMPFILE clause, 8-7

Index-2

FORCE LOGGING clause, 8-18
skipping, 8-12,9-8
altering
control files, 8-18
alternate archive destinations
setting up initialization parameters for, A-4
ALTERNATE attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-7, A-4
LOG_ARCHIVE_DEST_STATE_n initialization
parameter, 5-4
ANALYZER process, 9-12
APPLIED_SCN column
of DBA_LOGSTDBY_PROGRESS view, 10-21
APPLIER process, 9-12
APPLY_SET procedure
of DBMS_LOGSTDBY, 9-3
APPLY_UNSET procedure
of DBMS_LOGSTDBY, 9-3
applying
redo data immediately, 6-3
redo data on standby database, 1-4, 1-5, 2-2, 6-1
SQL statements to logical standby
databases, 6-10
AQ_TM_PROCESSES dynamic parameter, A-8
ARCH attribute
LOG_ARCHIVE_DEST _n initialization
parameter, 12-12
setting for data protection, 5-29
archive destinations
alternate, A-4
archive gaps
causes of, 10-40
defined, 5-38
identifying the logs, 10-43
manually applying redo logs to standby
database, 10-45
manually copying the logs in, 10-44
preventing, 10-42
ARCHIVE LOG CURRENT clause
of ALTER SYSTEM, 3-14, 10-36
archive tracing
standby databases and, 5-44, E-1
archived redo log files
accessing information about, 6-8, 8-37



affected by COMPATIBLE initialization
parameter, 5-32
applying
Redo Apply technology, 1-5
SQL Apply technology, 1-5
to physical and logical standby
databases, 1-3
delaying application, 10-31, 12-16
on the standby database, 6-4
deleting unneeded, 9-4
destinations
disabling, 5-4
displaying with DBA_LOGSTDBY_LOG
view, 10-20
displaying with VSARCHIVE_DEST_STATUS
view, 14-2
enabling, 5-4
determining the most recently archived, 5-43
listing, 10-20
managing gaps, 1-13,5-38
See also gap management
manually transmitting, 10-43
overview, 2-11
redo data transmitted, 1-4, 6-1
registering, 5-42, 10-23
during failover, 7-24

partial, 10-24
retrieving missing, 10-23
specifying

directory location on the standby
database, 5-32
standby databases and, 6-7, 6-11
troubleshooting switchover problems, A-6
verifying the contents of, 12-53
archiver process (ARCn)
defined, 5-10
setting up cross-instance archival, B-6
verifying the contents of completed archived
redo log files, 12-53
archiving
cross-instance, B-5
real-time apply, 6-3
specifying
failure resolution policies for, 5-24
network transmission modes for, 5-15

with the STANDBY_ARCHIVE_DEST
initialization parameter, 5-9
starting, 3-14
to failed destinations, 5-24
See also archived redo log files
See also log transport services
ARCn process
See archiver process (ARCn)
ASYNC attribute
initiating network 1/0 operations, 12-45
LOG_ARCHIVE_DEST_n initialization
parameter, 12-43
setting for data protection, 5-29
Asynchronous AutoLog, 5-3
asynchronous network 1/0 operations, 12-43
attribute compatibility
LOG_ARCHIVE_DEST_n initialization
parameter, 12-55
authentication
checks using SYS credentials, 5-19
to transfer redo data, 5-20
automatic detection of missing log files, 1-4,1-12,
5-38
automatic failover, 7-2
Automatic Storage Management (ASM)
creating a standby database that uses, 10-46
automatic switchover, 7-2
See also switchovers

B

backup operations
after unrecoverable operations, 10-39
configuring on a physical standby database, 1-3
datafiles, 10-38
DB_FILE_NAME_CONVERT option of the

RMAN DUPLICATE command, D-5

offloading on the standby database, 1-12
primary databases, 1-2,7-18
used by the broker, 1-7
using RMAN, 8-18

benefits
Data Guard, 1-12
logical standby database, 2-4
physical standby database, 2-2
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standby redo logs versus archived redo

logs, 2-12
broker
command-line interface, 1-13
defined, 1-7

graphical user interface, 1-13
BUILD procedure

of DBMS_LOGSTDBY, 9-3
BUILDER process, 9-11

C

CANCEL option
managed recovery and, 8-3
canceling
log apply services, 8-6
cascaded redo log destinations
defined, C-1
for logical standby databases, C-3
for physical standby databases, C-1, C-2
materialized view on logical standby
databases, C-7
require standby redo log files, 2-12
role transitions, C-4
Redo Apply, C-4
SQL Apply, C-4
scenario, C-5to C-8
changing
destination attributes, 12-2
global name
logical standby database, 4-16
logical standby database name, 4-15
checklist
tasks for creating physical standby
databases, 3-6
tasks for creating standby databases, 4-7
CJQO process, A-8
CLEAR UNARCHIVED LOGFILES clause
of ALTER DATABASE, 8-9,8-33
command-line interface
broker, 1-13
commands, Recovery Manager
DUPLICATE, D-2
COMMIT TO SWITCHOVER clause
of ALTER DATABASE, 7-12,7-17,7-21, 7-22,
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10-34, 13-2, F-4
in Real Application Clusters, B-9
troubleshooting, A-6, A-8, A-9
COMMIT TO SWITCHOVER TO PRIMARY clause
of ALTER DATABASE, 7-22
communication
between databases in a Data Guard
configuration, 1-2
COMPATIBLE initialization parameter
effect on directory location for archived redo log
files, 5-32
complementary technologies, 1-10
configuration options
creating with Data Guard broker, 1-7
of redo logs, 2-11
overview, 1-2
physical standby databases
location and directory structure, 2-8
requirements for password files, 5-20
standby databases
cross-instance archival, 5-3, B-5
delayed application of archived redo log files
on, 10-31
delayed standby, 6-4
typical, 1-3
configuring
backups on standby databases, 1-3
cascaded redo log destinations, C-2
disaster recovery, 1-3
initialization parameters
for alternate archive destinations, A-4
for physical standby database, 3-8
in anticipation of a failover, 7-9
in anticipation of a switchover, 7-6
to create a standby database with a time
lag, 10-31
to set up log transport services, 5-5
listener for physical standby databases, 3-12
no data loss, 1-6
physical standby databases, 2-8
redo logs, 2-11
reporting operations on a logical standby
database, 1-3
standby databases at remote locations, 1-3
standby redo log files, 5-26



standby redo log groups, 5-27
constraints
handled on a logical standby database, 9-7
control files
altering, 8-18
copying, 3-11
creating for standby databases, 3-7, 4-13
effect on physical standby databases, 8-18
modifying with ALTER DATABASE RENAME
FILE statement, 8-15
planning growth of, 5-35
switchover and, 7-12
CONTROL_FILE_RECORD_KEEP_TIME
initialization parameter, 5-36
COORDINATOR process, 9-12
LSP background process, 4-19, 9-12
copying
a new tablespace to a remote standby
database, 8-12
control files, 3-11
tablespace to a remote standby location, 8-12
CREATE CONTROLFILE clause
effect on physical standby databases, 8-18
of ALTER DATABASE, 8-10, 8-32
CREATE DATABASE statement
FORCE LOGGING clause, 10-36
CREATE DATAFILE AS clause
of ALTER DATABASE, A-2
CREATE STANDBY CONTROLFILE clause
of ALTER DATABASE, 3-7,4-14,13-2, A-4
CREATE TABLESPACE statement
skipping, 9-8
CREATE TEMPORARY TABLESPACE
statement, 8-7
TEMPFILE clause, 8-7
creating
back up files for the primary database, 8-18
database link, 7-25
indexes on logical standby databases, 9-5
standby redo log files, 5-28
temporary files, 3-13, 4-16
for read-only physical standby
databases, 8-7
temporary tablespaces
for read-only physical standby

databases, 8-7
traditional initialization parameter file
for physical standby database, 3-8
for standby database, 4-11
cross-instance archival, 5-3

in Real Application Clusters configurations, B-4

setting destinations, B-5
standby redo log filesand, B-4
using the log writer process, B-4

D

data availability
balancing against system performance
requirements, 1-12
data corruption
safeguarding against, 1-12
Data Guard broker
defined, 1-7
Data Guard configurations
archiving to standby destinations using the
archive process, 5-6
archiving to standby destinations using the log
writer process, 5-17, 6-3
defined, 1-2
log transport services and, 5-2
protection modes, 1-9
data loss
due to failover, 1-6
minimizing, 7-15
switchover and, 7-2
data protection
balancing against performance, 1-12
benefits, 1-12
ensuring no data loss, 2-3
flexibility, 1-12
provided by Data Guard, 1-1
data protection modes
affect on network timeouts, 12-32
enforced by log transport services, 1-4
influence on network reconnection, 12-32
maximum availability mode, 5-29, 13-4
maximum performance mode, 5-29, 13-4
maximum protection mode, 5-29, 13-4
minimum set of requirements, 5-29
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overview, 1-9
setting up synchronous and asynchronous
network I/0 operations, 12-43
specifying, 5-29
Data Pump utility
using transportable tablespaces with physical
standby databases, 8-15
database incarnation
changes with OPEN RESETLOGS, 8-30, 9-23
database link
creating, 7-25
database roles
irreversible transitions, 1-6
LOGSTDBY_ADMINISTRATOR, 9-2
primary, 1-2,7-2
role management services, 1-6
role reversals, 1-6
SELECT_CATALOG_ROLE, 9-2
standby, 1-2,7-2
transition, 7-2
database schema
physical standby databases, 1-2
databases
cascading standby databases See cascaded redo
log destinations
failover and, 7-8
primary See primary database
role transition and, 7-2
surviving disasters and data corruptions, 1-1
upgrading software versions, 9-18
using password files, 5-20
datafiles
adding to primary database, 8-10
deleting from the primary database, 8-13
renaming on the primary database, 8-15
datatypes
filtering out unsupported from SQL Apply, 9-8
on logical standby databases
supported, 4-2
unsupported, 4-2
tables unsupported by SQL Apply, 4-3
DB_FILE_NAME_CONVERT initialization
parameter
location for transportable tablespaces, 8-14
DB_FILE_NAME_CONVERT option
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RMAN DUPLICATE command, D-5
DB_NAME initialization parameter, 3-4, 11-3
DB_RECOVERY_FILE_DEST initialization

parameter

setting up recovery areas, 5-6
DB_UNIQUE_NAME attribute

LOG_ARCHIVE_DEST_n initialization

parameter, 12-14
DB_UNIQUE_NAME initialization parameter, A-9

required for shared flash recovery areas, 5-9
DBA_DATA_FILES view, 8-32
DBA_LOGMNR_PURGED_LOG view

list archived redo log files that can be

deleted, 9-4
DBA_LOGSTDBY_EVENTS view, 9-10, 14-1, A-11
DBA_LOGSTDBY_LOG view, 6-13, 14-1

listing archived redo log files, 10-20
DBA_LOGSTDBY_NOT_UNIQUE view, 4-6,14-1
DBA_LOGSTDBY_PARAMETERS view, 14-1
DBA_LOGSTDBY_PROGRESS view, 6-14, 9-14,

14-1

qguerying SCN information and, 10-21
DBA_LOGSTDBY_SKIP view, 14-1

determining SQL Apply support for

schemas, 4-3
DBA_LOGSTDBY_SKIP_TRANSACTION
view, 14-1
DBA_LOGSTDBY_UNSUPPORTED view, 4-3,
14-1
DBA_TABLESPACES view, 8-32
DBMS_LOGSTDBY package

APPLY_SET procedure, 9-3

APPLY_UNSET procedure, 9-3

BUILD procedure, 9-3

INSTANTIATE_TABLE procedure, 9-3,9-9

SKIP procedure, 9-3,9-8, A-12

SKIP_ERROR procedure, 9-3, A-5

SKIP_TRANSACTION procedure, 9-3, A-12

UNSKIP procedure, 9-3,9-9

UNSKIP_ERROR procedure, 9-3

UNSKIP_TRANSACTION procedure, 9-3

using to manage SQL Apply, 9-2
DBMS_LOGSTDBY.APPLY_SET procedure

delay applying archived redo log files, 6-5
DBMS_LOGSTDBY.GUARD_BYPASS_OFF



procedure, 9-18
DBMS_LOGSTDBY.GUARD_BYPASS_ON
procedure, 9-18
DBMS_MVIEW.REFRESH routine
refreshing materialized views, 9-18
DBNEWID (nid) utility, 4-15
DBSNMP process, A-8
DDL transactions
filtering from SQL apply, 9-8
dead connection
troubleshooting, A-13
DEFER attribute
LOG_ARCHIVE_DEST_STATE_n initialization
parameter, 5-4,10-35
DELAY attribute
LOG_ARCHIVE_DEST _n initialization
parameter, 6-4,10-31, 12-16
DELAY option
of ALTER DATABASE RECOVER MANAGED
STANDBY DATABASE
cancelling, 6-5
delaying
application of archived redo log files, 10-31,
12-16
application of redo log files, 6-4
deleting
archived redo log files
indicated by the DBA_LOGMNR_PURGED _
LOG view, 9-4
not needed by SQL Apply, 9-4
datafiles, 8-13
online redo log files, 8-17
DEPENDENCY attribute
LOG_ARCHIVE_DEST _n initialization
parameter, 5-37,12-19
destinations
changing attributes, 12-2
cross-instance archival, 5-3, B-4
defining role-based with VALID_FOR
attribute, 7-10
displaying with VSARCHIVE_DEST view, 14-2
Oracle Change Data Capture archival, 5-3
Oracle Streams archival, 5-3
role-based definitions, 12-50
setting cross-instance archival operations, B-5

shared, 5-37,12-19

specifying, 5-4
verifying settings for role transitions, 10-9
detecting

missing archived redo log files, 1-4,1-12, 5-38
network disconnects between primary and
standby databases, 12-32
determining
the applied redo log data, 9-14
the highest applicable (newest) SCN, 10-20
direct path load operations
physical standby databases and, 8-18
directory locations
archived redo log files, 5-32
Optimal Flexible Architecture (OFA), 2-8
set up with ASM, 2-7, 2-8
set up with OMF, 2-7,2-8
specifying with STANDBY_ARCHIVE_DEST
initialization parameter, 5-32
structure on standby databases, 2-7
disabling
a destination for archived redo log files, 5-4
database guard to define a database link, 7-26
disaster recovery
benefits, 1-12
configuring, 1-3
provided by Data Guard, 1-1
provided by standby databases, 1-3
ReadMe file at standby site, 10-13
DISCONNECT FROM SESSION, 8-2
DML transactions
filtering from SQL apply, 9-8
downstream capture database
Oracle Streams and Data Guard log transport
services, 5-3
DROP STANDBY LOGFILE clause
of ALTER DATABASE, A-2
DROP STANDBY LOGFILE MEMBER clause
of ALTER DATABASE, 13-3, A-2
dropping
datafiles
examples, 8-13
online redo log files, 8-17
tablespaces from primary database, 8-13
dynamic parameters
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AQ_TM_PROCESSES, A-8
JOB_QUEUE_PROCESSES, A-8

dynamic performance views, 8-33
See also views

E

ENABLE attribute
LOG_ARCHIVE_DEST_STATE_n initialization
parameter, 5-4,10-35
enabling
database guard on logical standby
databases, 13-6
destinations for archived redo log files, 5-4
real-time apply
on logical standby databases, 9-13
supplemental logging, 4-9
events
recording, 9-10
viewing on logical standby databases, 9-10
EXPIRE_TIME parameter
setting on the standby database, 12-32

F

failovers, 1-6
and cascaded redo log configurations, C-4
defined, 1-6,7-2
determining the target logical standby
database, 10-19

logical standby databases and, 7-22, 10-10, 10-19

manual versus automatic, 7-2
minimal data loss and, 10-22
minimal performance impact, 10-22
physical standby databases and, 7-14, 10-10,
13-5
preparing for, 7-9
re-creating after, 7-15
transferring redo data before, 7-9
with maximum performance mode, 7-10
with maximum protection mode, 7-10
with real-time apply enabled, 7-3
failure resolution policies
specifying for log transport services, 5-24
FAL_CLIENT initialization parameter, 5-40
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FAL_SERVER initialization parameter, 5-40
false network failure detection, 12-32, 12-33
fixed views
See views
flash recovery areas
default location, 5-6,5-7, 12-24
setting up, 5-6
sharing among multiple databases, 5-9
STANDBY_ARCHIVE_DEST=LOCATION
parameter, 5-9
Flashback Database
after OPEN RESETLOGS, 10-28
characteristics complementary to Data
Guard, 1-10
logical standby database, 10-27
physical standby database, 10-25
FORCE LOGGING clause
of ALTER DATABASE, 2-7,3-2,10-36, 13-3
of ALTER TABLESPACE, 8-18
of CREATE DATABASE, 10-36

G

gap management, 5-38
automatic detection and resolution, 1-4, 1-12
defined, 5-38
detecting missing log files, 1-13
registering archived redo log files, 5-42
during failover, 7-24
See also archived redo log files
global dynamic performance views, 8-34
See also views
global name
changing
logical standby databases, 4-16
GUARD clause
of ALTER DATABASE, 9-3
GUARD DISABLE clause
of ALTER SESSION, 7-26
GUARD ENABLE clause
of ALTER SESSION, 13-6
GVS$ fixed views, 8-34
See also views
GVS$INSTANCE view, B-9



H

hardware
requirements for Data Guard
configurations, 2-5
high availability
benefits, 1-12
provided by Data Guard, 1-1
provided by RAC and Data Guard, 1-10

incarnation of a database
changed, 8-30, 9-23
initialization parameter file
creating from server parameter file
for physical standby database, 3-8
for standby database, 4-11
modifying
for physical standby database, 3-8
initialization parameters

CONTROL_FILE_RECORD_KEEP_TIME, 5-36

DB_FILE_NAME_CONVERT, D-6
DB_UNIQUE_NAME, A-9
FAL_CLIENT, 5-40
FAL_SERVER, 5-40
LOG_ARCHIVE_DEST, 10-45
LOG_ARCHIVE_DEST_n, 12-1to 12-55
LOG_ARCHIVE_DEST_STATE_n, 5-4
LOG_ARCHIVE_FORMAT, 5-33
LOG_ARCHIVE_MIN_SUCCEED_DEST,
LOG_ARCHIVE_TRACE, 5-44,E-1,E-2
LOG_FILE_NAME_CONVERT, D-6
modifying for physical standby databases,
PARALLEL_MAX_SERVERS, 4-13,9-28
setting for both the primary and standby
roles, 12-50
SORT_AREA_SIZE, 8-9
STANDBY_ARCHIVE_DEST, 5-32
USER_DUMP_DEST, E-1
initiating
network I/0 operations, 12-45
INSTANTIATE_TABLE procedure
of DBMS_LOGSTDBY, 9-3,9-9
irreversible role transitions, 1-6

J

JOB_QUEUE_PROCESSES dynamic
parameter, A-8

K

keywords
on the VALID_FOR attribute, 12-51

L

LGWR attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-12
setting for data protection, 5-29
LGWR process
See log writer process (LGWR)
listener.ora file
configuring, 3-12
log transport services tuning and, A-13
troubleshooting, 10-35, A-3, A-13
listing
archived redo log files, 10-20
LOCATION attribute
setting
flash recovery area with USE_DB_
RECOVERY_FILE_DEST, 5-8
LOG_ARCHIVE_DEST_n initialization
parameter, 12-23, A-4
log apply services
and role transitions, A-9
defined, 1-4,6-1
delaying application of redo data, 6-4, 10-31,
12-16
real-time apply
and role transitions, 7-3
and standby redo log files, 2-11
defined, 6-1, 6-3
monitoring with LOG_ARCHIVE_
TRACE, E-3
monitoring with VSARCHIVE_DEST_
STATUS view, 6-8
Redo Apply
defined, 6-2
monitoring, 6-7, 8-34
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starting, 6-6, 8-1

stopping, 6-7, 8-3

tuning the log apply rate, 6-16

SQL Apply

defined, 1-5,6-2

managing with DBMS_LOGSTDBY
package, 9-2

monitoring, 6-11, 9-11

starting, 4-14, 6-11

stopping, 6-11

log transport services, 5-1to 5-44

archive destinations
alternate, A-4
cross-instance, 5-3
Oracle Change Data Capture, 5-3
Oracle Streams, 5-3
quotas, B-7
re-archiving to failed destinations, 5-24
role-specific, 5-21
shared, 5-37,12-19

specifying with the LOG_ARCHIVE_DEST _n

initialization parameter, 5-5
archived redo log files
generating filenames, 5-33

listing with VSARCHIVED_LOG view, 5-33

specifying directory locations for, 5-32
defined, 1-4,5-1
handling archive failures, 5-24
monitoring, 5-42, 5-44
network
ASYNC network transmission, 5-16
SYNC network transmission, 5-15
tuning, A-12
protection modes
choosing, 5-25
maximum availability mode, 1-9, 5-25
maximum performance mode, 1-9, 5-26
maximum protection mode, 1-9, 5-25
providing no data loss, 5-15
setting, 5-29
secure redo transmission, 5-19
standby redo log files
configuring, 5-26

log writer process (LGWR)

ASYNC network transmission, 5-16, 12-43
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defined, 5-14
local archiving, 5-4
NET_TIMEOUT attribute
of LOG_ARCHIVE_DEST n initialization
parameter, 12-32
reconnecting after a network timeout, 12-32
SYNC network transmission, 12-43

LOG_ARCHIVE_DEST_10 initialization parameter

default flash recovery area, 5-6, 5-7, 12-24

LOG_ARCHIVE_DEST _n initialization

parameter, 12-1to 12-55

AFFIRM attribute, 12-2,12-4

setting for data protection, 5-29
ALTERNATE attribute, 12-7, A-4
ARCH attribute, 12-12

setting for data protection, 5-29
ASYNC attribute, 12-43

setting for data protection, 5-29
attribute compatibility, 12-55
DB_UNIQUE_NAME attribute, 12-14
DELAY attribute, 6-4, 10-31, 12-16
DEPENDENCY attribute, 5-37,12-19
LGWR attribute, 12-12

setting for data protection, 5-29
LOCATION attribute, 12-23, A-4
MANDATORY attribute, 12-26
MAX_FAILURE attribute, 12-28, 12-42
NET_TIMEOUT attribute, 12-31
NOAFFIRM attribute, 12-4
NOALTERNATE attribute, 12-7, A-4
NODB_UNIQUE_NAME attribute, 12-14
NODELAY attribute, 6-4, 12-16
NODEPENDENCY attribute, 12-19
NOMAX_FAILURE attribute, 12-28, 12-42
NONET_TIMEOUT attribute, 12-31
NOQUOTA_SIZE attribute, 12-34
NOQUOTA_USED attribute, 12-37
NOREGISTER attribute, 12-39
NOREOPEN attribute, 5-24, 12-41
NOTEMPLATE attribute, 12-47
NOVERIFY attribute, 12-53
ONDEMAND attribute, 12-34
OPTIONAL attribute, 12-26
overview, 5-4
QUOTA_SIZE attribute, 12-34, B-7



QUOTA_USED attribute, 12-37
REGISTER attribute, 12-39
REGISTER=location_format attribute, 12-41
REOPEN attribute, 5-24,12-41
SERVICE attribute, 12-23
setting up recovery areas, 5-6
SYNC attribute, 5-15, 12-43
setting for data protection, 5-29
TEMPLATE attribute, 12-47
VALID_FOR attribute, 5-21, 12-50
VERIFY attribute, 12-53
LOG_ARCHIVE_DEST_STATE_n initialization
parameter, 5-4
ALTERNATE attribute, 5-4
DEFER attribute, 5-4, 10-35
ENABLE attribute, 5-4, 10-35
RESET attribute, 5-4
LOG_ARCHIVE_FORMAT initialization
parameter, 5-33
LOG_ARCHIVE_MIN_SUCCEED_DEST
initialization parameter, 12-26
LOG_ARCHIVE_TRACE initialization
parameter, 5-44, E-1, E-2
logical corruptions
resolving, 1-12
logical standby databases
access for queries and reporting purposes, 1-3
adding
datafiles, 9-16
indexes, 1-12, 2-4,9-5
tables, 9-9
applying redo data, 6-10
applying redo log files
DBMS_LOGSTDBY.APPLY_SET
procedure, 6-5
delaying, 6-5
SQL Apply technology, 1-5
SQL apply technology, 6-2
supported datatypes, 4-2
unsupported objects, 4-3
background processes, 4-19, 9-12
benefits, 1-12, 2-4
cascading, C-1,C-3
changing the global name, 4-16
controlling user access to database tables, 9-3

creating
modifying initialization parameters for, 4-13
with Data Guard broker, 1-7
DDL statements automatically skipped, 4-4
defined, 1-3
enabling
supplemental logging on, 4-11
executing SQL statements on, 1-3
failovers, 7-22,10-10
target of, 10-19
handling failures, A-5
logical standby process (LSP) and, 4-19, 9-12
managing, 9-1to9-28
materialized views
creatingon, 1-12,2-4,C-4,C-7
refreshing on, 9-18
support for, 4-4
monitoring, 9-10, 14-1
SQL Apply, 6-11
parallel execution processes, 9-28
read-only operations, 1-12
recovering through OPEN RESETLOGS, 9-23
scenarios
recovery, 10-36
setting VALID_FOR attribute, 10-4

skipping
SQL statements, 4-4, 9-7
tables, 9-7
SQL Apply technology, 1-5, 6-2
starting

real-time apply, 6-11, 9-13

SQL Apply, 4-14,6-11
stopping

SQL Appy, 6-11
supported datatypes, 4-2
switchovers, 7-19, 10-10
tuning system performance, 9-24
uniquely identifying tables, 4-5
unsupported

datatypes, 4-2

sequences, 4-3

tables, 4-3
upgrading Oracle database software on, 9-18
zero downtime instantiation, 4-7

logical standby process (LSP)
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ARCn archival processing, 5-11,5-13
COORDINATOR process, 4-19, 9-12
LGWR SYNC archival processing, 5-17

M

managed recovery operations
See Redo Apply

managed recovery process (MRP)
ARCn archival processing, 5-11, 5-13
LGWR SYNC archival processing, 5-17
See also Redo Apply

MANDATORY attribute
LOG_ARCHIVE_DEST _n initialization

parameter, 5-34, 12-26
materialized views

creating on logical standby databases, 1-12,2-4,

C-7
on cascaded redo log destinations, C-4
refreshing on logical standby databases, 9-18
MAX_FAILURE attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-28, 12-42
maximum availability mode
defined, 5-25
influence on network reconnection, 12-32
introduction, 1-9
requires standby redo log files, 2-12
setting, 5-29
maximum performance mode, 7-10
influence on network reconnection, 12-32
introduction, 1-9, 5-26
setting, 5-29
maximum protection mode
for Real Application Clusters, B-7
influence on network reconnection, 12-32
introduction, 1-9, 5-25
requires standby redo log files, 2-12
setting, 5-29
standby databases and, 7-10
media recovery
parallel, 6-17
missing log sequence
See also gap management
detecting, 1-12,1-13
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modifying
a logical standby database, 9-5
initialization parameters for logical standby
databases, 4-13
initialization parameters for physical standby
databases, 3-8
monitoring
log apply services, 6-8
log transport services, 5-42
standby databases, 8-9
MOUNT STANDBY DATABASE clause
of ALTER DATABASE, 13-3
MRP
See managed recovery process

N

NET_TIMEOUT attribute
LOG_ARCHIVE_DEST _n initialization
parameter, 12-31
network 170 operations
coordinating timeout parameter values, 12-33
detecting a disconnect, 12-32
false failures, 12-32,12-33
influence of data protection modes, 12-32
initiating, 12-45
network timers
EXPIRE_TIME parameter, 12-32
NET_TIMEOUT attribute, 12-31
setting comparably on primary and standby
databases, 12-32
setting up synchronous or asynchronous, 12-43
troubleshooting, A-13
tuning
log transport services, A-12
network timeouts
acknowledging, 12-32
NEWEST_SCN column
of DBA_LOGSTDBY_PROGRESS view, 10-21
no data loss
benefits, 1-12
data protection modes overview, 1-9
ensuring, 1-6, 2-3
environments, 5-15
guaranteeing, 1-6



provided by maximum availability mode,
5-25
provided by maximum protection mode,
5-25
NOAFFIRM attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-4
NOALTERNATE attribute
LOG_ARCHIVE_DEST _n initialization
parameter, 12-7, A-4
NODB_UNIQUE_NAME attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-14
NODELAY attribute
LOG_ARCHIVE_DEST _n initialization
parameter, 6-4,12-16
NODELAY option
of Redo Apply operations, 10-33
NODEPENDENCY attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-19
NOMAX_FAILURE attribute
LOG_ARCHIVE_DEST _n initialization
parameter, 12-28, 12-42
NONET_TIMEOUT attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-31
NOQUOTA_SIZE attribute
LOG_ARCHIVE_DEST _n initialization
parameter, 12-34
NOQUOTA_USED attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-37
NOREGISTER attribute
LOG_ARCHIVE_DEST _n initialization
parameter, 12-39
NOREOPEN attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 5-24,12-41
NOTEMPLATE attribute
LOG_ARCHIVE_DEST _n initialization
parameter, 12-47
NOVERIFY attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-53

1-9,

1-9,

O

of the ALTER DATABASE statement, 8-15
ONDEMAND attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-34
on-disk database structures
physical standby databases, 1-2
online redo log files
adding, 8-17
archive gap management, 5-38
deleting, 8-17
dropping, 8-17
OPEN READ ONLLY clause
of ALTER DATABASE, 13-3
OPEN RESETLOGS clause
database incarnation change, 8-30, 9-23
of ALTER DATABASE, 3-7,4-16, 8-33
recovery, 8-30,9-23
operating systems
requirements for Data Guard
configurations, 2-5
operational requirements, 2-5, 2-6
standby databases
operating system requirements, 2-5
Optimal Flexible Architecture (OFA)
directory structure, 2-8
OPTIONAL attribute
LOG_ARCHIVE_DEST _n initialization
parameter, 5-34, 12-26
ORA-01102 message
causing switchover failures, A-9
Oracle Advanced Security
providing secure redo transmission, 5-19, 5-20
Oracle Automatic Storage Management
(ASM), 2-7,2-8
Oracle Change Data Capture archival, 5-3
Oracle Managed Files (OMF), 2-7,2-8
creating a standby database that uses, 10-46
Oracle Net
communication between databases in a Data
Guard configuration, 1-2
setting the EXPIRE_TIME parameter, 12-32
Oracle Recovery Manager utility (RMAN)
backing up files on a physical standby
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database, 8-18
Oracle Streams
archival, 5-3
downstream capture database, 5-3

P

parallel execution processes
logical standby databases, 5-11
adjusting, 9-28
physical standby databases, 5-11
tuning the log apply rate, 6-16
specifying
MAX_SERVERS parameter of the DBMS _
LOGSTDBY.APPLY_SET
procedure, 9-28
PARALLEL_MAX_SERVERS initialization
parameter, 4-11,4-12,4-13, 6-17, 9-28,
11-5
PARALLEL option
of Redo Apply operations, 6-8
tuning the log apply rate for Redo Apply, 6-16
parallel recovery
on physical standby databases, 6-8
PARALLEL_MAX_SERVERS initialization
parameter, 4-13,9-28

specifying
creating a logical standby database, 4-11,
6-17, 11-5

partial archived redo log files
registering, 10-24
password files
requirements, 5-20
setting REMOTE_LOGIN_PASSWORDFILE
initialization parameter, 5-20
performance
balancing against data availability, 1-12
balancing against data protection, 1-12
monitoring log transport services, 5-44
physical standby databases
altering
control files, 8-18
online redo log files, 8-17
applying redo log files, 1-5, 6-2
cascading, C-1
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starting, 6-6
benefits, 2-2
configuration options, 2-8
delayed standby, 6-4
creating
checklist of tasks, 3-6
configuring a listener, 3-12
directory structure, 2-10
initialization parameters for, 3-8
temporary tablespace, 8-7
traditional initialization parameter file, 3-8
with Data Guard broker, 1-7
creating and associating a temporary tablespace
with temporary files, 8-7
defined, 1-2
direct path load operations, 8-18
failover, 10-10
checking for updates, 7-11
preparing for, 7-9
monitoring, 6-7, 8-9, 14-1
online backups and, 2-3
read-only, 2-2,8-3
recovering through OPEN RESETLOGS, 8-30
Redo Apply, 2-2
resynchronizing with primary database branch of
redo, 8-30, 9-23
role transition and, 7-11
setting VALID_FOR attribute, 10-2
shutting down, 8-3
starting
log apply services, 6-6
support for DDL, 2-3
support for DML, 2-3
switchovers, 7-11, 10-10
using transportable tablespaces, 8-14
PREPARE TO SWITCHOVER clause
of ALTER DATABASE, 7-20, 13-3
PREPARER process, 9-11
primary database
backups and, 7-18, 8-18
configuring
for cross-instance archival, B-4
on Real Application Clusters, 1-2
single-instance, 1-2
datafiles



adding, 8-10

renaming, 8-13
defined, 1-2
failoverand, 7-2
gap resolution, 1-13

gathering redo log archival information, 5-43

initialization parameters
and physical standby database, 3-8
log transport services on, 1-4
network connections
avoiding network hangs, 12-31
detecting disconnections, 12-32
handling network timeouts, 12-32
terminating, 12-32
preparing for
logical standby database creation, 4-1
physical standby database creation, 3-1
Real Application Clusters and
setting up, B-2,B-5
reducing workload on, 1-12
setting archive tracing, 5-44
sharing a flash recovery area, 5-9
switchover, 7-4
switchovers

initiating, 7-12
tablespaces
adding, 8-10

dropping, 8-13
primary role, 1-2
processes
archiver (ARCn), 5-10
CJQO, A-8
DBSNMP, A-8
log writer (LGWR), 5-14
preventing switchover, A-8
QMNO, A-8
See also managed recovery process (MRP)
production database
See primary database
protection modes
maximum availability mode, 1-9, 5-25
maximum performance mode, 1-9, 5-26
maximum protection mode, 1-9, 5-25
See data protection modes

Q

QMNO process, A-8
queries
improved performance, 1-12
offloading on the standby database, 1-12
QUOTA_SIZE attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-34,B-7
QUOTA _USED attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-37

R

raw devices
standby redo log files residing on, 2-12
READER process, 9-11
read-only operations, 1-4
definition, 2-2
logical standby databases, 1-12
physical standby databases and, 8-3
Real Application Clusters, 5-3, B-3
characteristics complementary to Data
Guard, 1-10
cross-instance archival, B-4
instance recovery, B-5
performing switchover and, 7-7, B-8
primary databases and, 1-2, B-2, B-5
setting
cross-instance archiving, B-5
maximum data protection, B-7
standby databases and, 1-2, B-1, B-4
using standby redo log files, 5-28, B-4
using standby redo logs, 2-12
real-time apply
and role transitions, 7-3
and SQL Apply, 9-13
defined, 6-1, 6-3
monitoring progress in VSARCHIVE_DEST_
STATUS, 6-8
overview of log apply services, 1-4
require standby redo log files, 2-12
RFS process with, 6-1
starting, 6-7
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on logical standby, 6-11
starting on logical standby databases, 9-13
stopping
on logical standby, 6-11
on physical standby databases, 8-3
tracing data with LOG_ARCHIVE_TRACE
initialization parameter, E-3
using standby redo log files, 2-11
recommendations for secure redo
transmission, 5-19
reconnecting
after a network timeout, 12-32
network connection
when in maximum availability mode, 12-32
when in maximum performance mode, 12-32
when in maximum protection mode, 12-32
recording logical standby database events, 9-10
RECOVER MANAGED STANDBY DATABASE
clause
of ALTER DATABASE, 3-14, 4-14, 4-17, 6-5, 6-6,
8-6, 8-8, 10-18, 10-33, 13-4, 13-5
background process, 6-6, 8-2
canceling
log apply services, 6-7,8-6
controlling Redo Apply, 6-6
foreground session, 6-6
initiating failover, 7-17
overriding the delay interval, 6-5, 12-17
starting real time apply, 6-7
switchover scenario, 10-33
recovering
after a NOLOGGING clause is specified, 10-36
from errors, 9-15
physical standby databases
after an OPEN RESETLOGS, 8-30, 9-23
through resetlogs, 8-30, 9-23
Recovery Manager
characteristics complementary to Data
Guard, 1-11
commands
DUPLICATE, D-2
DB_FILE_NAME_CONVERT option of the
DUPLICATE command, D-5
standby database
creating, D-2, D-7
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creating standby control files, D-3
creating using image copies, D-19
DB_FILE_NAME_CONVERT initialization
parameter, D-6
LOG_FILE_NAME_CONVERT initialization
parameter, D-6
naming standby datafiles, D-4
preparing using RMAN, D-2
starting RMAN and standby instance, D-9
re-creating
atable on a logical standby database, 9-9
Redo Apply
defined, 1-5, 2-2, 6-2
flashing back after failover, 10-25, 10-27
monitoring, 6-8
options
NODELAY, 10-33
PARALLEL, 6-8
role transitions and cascaded redo log
configurations, C-4
starting, 3-14, 6-7
stopping, 8-3
technology, 1-5
tuning the log apply rate, 6-16
redo data
applying
through Redo Apply technology, 1-5
through SQL Apply technology, 1-5
to standby database, 6-1
to standby databases, 1-2
archiving on the standby system, 1-4, 6-1
transmitting, 1-2, 1-4, 5-1 to 5-24
validated, 1-12
redo log files
delaying application, 6-4
redo logs
automatic application on physical standby
databases, 6-6
configuration considerations, 2-11
in Data Guard configurations, 2-11
logging supplemental information, 4-8, 4-9
secure redo transmission, 5-20
update standby database tables, 1-12
refreshing materialized views, 9-18
REGISTER attribute



LOG_ARCHIVE_DEST_n initialization
parameter, 12-39
REGISTER LOGFILE clause
of ALTER DATABASE, 12-40, 13-4, A-6
REGISTER LOGICAL LOGFILE clause, 10-24
of ALTER DATABASE, 5-42,7-24,10-23
REGISTER=location_format attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-41
registering
archived redo log files, 5-42, 10-23
during failover, 7-24
partial archived redo log files, 10-24
RELY constraint
creating, 4-7
remote file server process (RFS)
defined, 2-10, 5-17, 6-1
log writer process and, 6-3, 12-13
standby redo log files reused by, 5-34
REMOTE_LOGIN_PASSWORDFILE initialization
parameter
secure redo transmission, 5-20
RENAME FILE clause, 8-15
of ALTER DATABASE, A-2
RENAME GLOBAL_NAME clause of the ALTER
DATABASE statement, 4-16
renaming
datafiles
on the primary database, 8-15
setting the STANDBY_FILE_MANAGEMENT
parameter, 8-15
REOPEN attribute
LOG_ARCHIVE_DEST _n initialization
parameter, 5-24,12-41
reporting operations
configuring, 1-3
offloading on the standby database, 1-12
performing on a logical standby database, 1-3
requirements
data protection modes, 5-29
RESET attribute
LOG_ARCHIVE_DEST_STATE_n initialization
parameter, 5-4
RESETLOGS_ID columns
viewing in VSDATABASE_INCARNATION

view, 8-36
resolving
logical corruptions, 1-12
resynchronizing
physical standby databases with a new branch of
redo, 8-30, 9-23
retrieving
missing archived redo log files, 1-4, 1-12, 5-38,
10-23
reusing records in the control files, 5-35
RFS
See remote file server process (RFS)
role management services
defined, 1-6,7-1
role transitions, 7-2
and cascaded redo log configurations, C-4
choosing a type of, 7-2
defining role-based with VALID_FOR
attribute, 7-10
logical standby database and, 7-19
physical standby databases and, 7-11
reversals, 1-6, 7-2
with real-time apply, 7-3
role-based destinations
setting, 12-50
rollback
after switchover failures, A-10

S

scenarios
cascaded redo log destinations, C-5to C-8
choosing best standby database for role
transition, 10-10
recovering
a logical standby database, 10-36
after NOLOGGING is specified, 10-36
from a network failure, 10-35
time lag in redo logs, 10-31
schemas
data manipulation on logical standby
databases, 1-12
DBA_LOGSTDBY_SKIP list of skipped, 4-3
identical to primary database, 1-2
skipped by SQL Apply, 4-3
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SCN
determine the highest applicable
(newest), 10-20
secure redo transmission, 5-19
sequences
unsupported on logical standby databases, 4-3
SERVICE attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-23
SET STANDBY DATABASE clause
of ALTER DATABASE, 7-10, 13-4
setting
data protection mode, 5-29
network timers on primary and standby
databases, 12-32
VALID_FOR attributes
for a logical standby database, 10-4
for a physical standby database, 10-2
sharing
destinations, 5-37,12-19
flash recovery area, 5-9
shutting down
physical standby database, 8-3
SKIP procedure
of DBMS_LOGSTDBY, 9-3,9-8, A-12
SKIP_ERROR procedure
of DBMS_LOGSTDBY, 9-3
of the DBMS_LOGSTDBY package, A-5
SKIP_TRANSACTION procedure
of DBMS_LOGSTDBY, 9-3, A-12
skipping
ALTER TABLESPACE, 9-8
standby redo log files, 10-33
SORT_AREA_SIZE initialization parameter, 8-9
SQL Apply, 6-11
ANALYZER process, 9-12
APPLIER process, 9-12
BUILDER process, 9-11
COORDINATOR process, 9-12
DBMS_LOGSTDBY PL/SQL package and, 9-2
defined, 1-5,6-2
deleting archived redo log files, 9-4
managing, 9-2
PREPARER process, 9-11
READER process, 9-11
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role transitions and cascaded redo log
configurations, C-4
schemas skipped, 4-3
starting
real-time apply, 6-11
stopping
real-time apply, 6-11
uniquely identifying table rows, 4-5
unsupported table datatypes, 4-3
unsupported tables using table
compression, 4-3
viewing activity with VSLOGSTDBY view, 9-11
what to do if it stops, A-11
with real-time apply, 9-13
SQL sessions
causing switchover failures, A-6
SQL statements
executing on logical standby databases, 1-3, 1-5
skipping on logical standby databases, 4-4, 9-8
switchover and, 7-12
standby databases
about creating using RMAN, D-2
applying redo dataon, 6-1
applying redo log fileson, 1-4,1-12
cascading, C-1
configuring, 1-2
cross-instance archival, 5-3, B-4, B-5
delayed application of archived redo log files
on, 10-31
mandatory destinations, 5-34
maximum number of, 2-1
network connections, 12-32
on Real Application Clusters, 1-2, B-1, B-4
on remote locations, 1-3
optional destinations, 5-34
single-instance, 1-2
creating, 1-2,3-1,4-1
checklist of tasks, 4-7
directory structure considerations, 2-7
if primary uses ASM or OMF, 10-46
on local host, D-18
on remote host with different directory
structure, D-12
on remote host with same directory
structure, D-10



traditional initialization parameter file, 4-11
using RMAN, D-7
using image copies, D-19
with a time lag, 6-4, 10-32
creating control files
using RMAN, D-3
DB_FILE_NAME_CONVERT initialization
parameter, D-6
defined, 2-1
failover to, 7-8
re-creating after, 7-15
hardware requirements, 2-5
log apply services on, 6-1
LOG_FILE_NAME_CONVERT initialization
parameter, D-6
modifying the control file, 8-15
naming datafiles using RMAN, D-4
operational requirements, 2-5, 2-6
preparing to use RMAN, D-2
recovering through OPEN RESETLOGS, 8-30,
9-23
resynchronizing with the primary
database, 1-13
reverting back to primary database, A-10
SET AUXNAME command, D-6
SET NEWNAME command, D-5, D-6
sharing
a flash recovery area, 5-9
skipping standby redo log files, 10-33
starting log apply services on physical, 6-6
starting RMAN and standby instance, D-9
viewing RESETLOGS_ID, 8-36
wait events configured for, 5-44
See also logical standby databases
See also physical standby databases
standby redo log files
advantages, 2-12
and real-time apply, 2-11,6-3
creating, 5-26, 5-28
log groups and members, 5-27
cross-instance archival and, B-4
network transmission modes for, 5-15
on raw devices, 2-12
overview, 2-12
Real Application Clusters and, 5-28, B-4

requirements for
cascaded log destinations, 2-12
maximum availability mode, 2-12
maximum protection mode, 2-12
protection modes, 1-10
real-time apply, 2-12
standby redo log groups
adding members, 5-35
determining if you have enough, 5-34
recommended number, 5-27
standby role, 1-2
STANDBY_ARCHIVE_DEST initialization
parameter, 5-32
archiving to the recovery area, 5-9
implicit default value, 5-32
STANDBY_FILE_MANAGEMENT initialization
parameter
setting for transportable tablespaces, 8-15
when renaming datafiles, 8-15
START LOGICAL STANDBY APPLY clause
IMMEDIATE keyword, 6-11, 9-14
of ALTER DATABASE, 4-17, 6-11, 7-26, 13-5,
A-12
starting
logical standby databases, 4-14, 4-15, 4-16
physical standby databases, 3-13
real-time apply, 6-11
on logical standby databases, 6-11, 9-13
on physical standby databases, 6-7
Redo Apply, 3-14,6-7,8-1
SQL Apply, 4-17,6-11
STOP LOGICAL STANDBY APPLY clause
of ALTER DATABASE, 6-11, 7-25, 10-23, 13-5
stopping
real-time apply
on logical standby databases, 6-11
real-time apply on physical standby
databases, 6-7
Redo Apply, 6-7
SQL Apply, 6-11
superceding
apply delay interval, 6-5
supplemental logging
adding data to redo logs, 4-8, 4-9
creating a unique key, 4-6
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enabling on the logical standby database, 4-11
on primary database, 4-8
SUPPLEMENTAL_LOG_DATA_PK column
of V$DATABASE, 4-9
SUPPLEMENTAL_LOG_DATA_UI column
of V$DATABASE, 4-9
SWITCHOVER_STATUS column
of V$DATABASE view, 7-12,7-13, A-6
switchovers, 1-6
and cascaded redo log configurations, C-4
Redo Apply, C-4
SQL Apply, C-4
control files and, 7-12
defined, 1-6,7-2
fails with ORA-01102, A-9
failure to apply redo data after, A-9
initiating on the primary database, 7-12
logical standby databases and, 7-19, 10-10
manual versus automatic, 7-2
no data loss and, 7-2
physical standby databases and, 7-8, 7-11, 7-13,
10-10
preparing for, 7-6
prevented by
active SQL sessions, A-6
active user sessions, A-8
CJQO process, A-8
DBSNMP process, A-8
processes, A-8
QMNO process, A-8
seeing if the last archived redo log file was
transmitted, A-6
SQL statements and, 7-12
standby databases not involved in, 7-14
starting over, A-10
typical use for, 7-4
using Real Application Clusters and, 7-7, B-8
V$DATABASE view and, 7-12, 7-13
verifying, 7-13
with real-time apply enabled, 7-3
SYNC attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 5-15, 12-43
setting for data protection, 5-29
SYS user account

Index-20

password file requirements, 5-20
REMOTE_LOGIN_PASSWORDFILE
initialization parameter, 5-20
system resources
efficient utilization of, 1-12

T

tables
datatypes unsupported by SQL Apply,
logical standby databases
addingon, 9-9
identifying rows in, 4-5
re-creating tables on, 9-9
skipping on, 9-7
unsupported on, 4-3
using table compression, 4-3
tablespaces
adding
a new datafile, 9-17
to primary database, 8-10
creating and associating temporary files,
dropping from primary database, 8-13
moving between databases, 8-14
sorting without, 8-8
TCP/IP network interconnect
expired network timers, 12-32
TEMPFILE clause
of ALTER DATABASE, 3-13,4-17

4-3

8-7

of CREATE TEMPORARY TABLESPACE, 8-7

TEMPLATE attribute
LOG_ARCHIVE_DEST _n initialization
parameter, 12-47
tempfiles
See temporary files
temporary files
adding, 3-13,4-17,8-7
creating, 3-13, 4-16, 8-8
and associating with a temporary
tablespace, 8-7
temporary tablespaces
adding tempfile entries, 8-7
creating, 8-7
on physical standby databases, 8-7
terminating



network connection, 12-31
time lag
delaying application of archived redo log
files, 6-4,10-31, 12-16
in standby database, 6-4, 10-32, 12-16
tnsnames.ora file
log transport services tuning and, A-13
troubleshooting, 10-35, A-3, A-9, A-13
trace files
levels of tracing data, E-2
location of, E-1
setting, E-2
tracking real-time apply, E-3
transportable tablespaces
defining location with DB_FILE_NAME _
CONVERT parameter, 8-14
setting the STANDBY_FILE_MANAGEMENT
parameter, 8-15
using with a physical standby database, 8-14
triggers
handled on a logical standby database, 9-7
troubleshooting
dead network connections, A-13
if SQL Apply stops, A-11
last redo data was not transmitted, A-6
listener.ora file, 10-35, A-3, A-13
logical standby database failures, A-5
processes that prevent switchover, A-8
SQL Apply, A-11
switchovers, A-5
active SQL sessions, A-6
active use sessions, A-8
ORA-01102 message, A-9
redo is not applied after successful, A-9
roll back and start over, A-10
tnsnames.ora file, 10-35, A-3, A-9, A-13
tuning
determining if you have enough standby redo log
groups, 5-34
logical standby databases, 9-24

U

unrecoverable operations, 10-37
backing up after, 10-39

UNSKIP procedure

of DBMS_LOGSTDBY, 9-3,9-9
UNSKIP_ERROR procedure

of DBMS_LOGSTDBY, 9-3
UNSKIP_TRANSACTION procedure

of DBMS_LOGSTDBY, 9-3
upgrading

Oracle database software version, 9-18
user errors

safeguarding against, 1-12
user sessions

causing switchover failures, A-8
USER_DUMP_DEST initialization parameter, E-1
USING CURRENT LOGFILE clause

starting real time apply, 6-7

Vv

V$ARCHIVE_DEST view, 5-43,10-35, 14-2, A-3
displaying implicit default value of STANDBY _
ARCHIVE_DEST parameter, 5-32
displaying information for all destinations, 14-2
V$ARCHIVE_DEST_STATUS view, 5-43, 6-8, 14-2
log apply services and MANAGED REAL TIME
column, 6-8
V$ARCHIVE_GAP view, 14-2
V$ARCHIVED_LOG view, 5-33,5-43, 6-8, 10-43,
14-2, A-6
determining the most recently archived redo log
file, 5-43
V$DATABASE view, 14-2
SUPPLEMENTAL_LOG_DATA_PK
column, 4-9
SUPPLEMENTAL_LOG_DATA_UI column, 4-9
switchover and, 7-12,7-13
SWITCHOVER_STATUS column and, 7-12,
7-13, A-6
V$SDATABASE_INCARNATION view, 14-2
obtaining database incarnation information
standby databases
viewing database incarnation

information, 8-36
V$DATAFILE view, 10-37, 10-39, 14-2
V$DATAGUARD_CONFIG view, 14-2
V$DATAGUARD_STATUS view, 6-9, 14-2
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V$LOG view, 5-43,14-2
V$LOG_HISTORY view, 6-9, 8-37, 14-3
V$LOGFILE view, 14-2
V$LOGSTDBY view, 9-12, 14-3
viewing SQL Apply, 9-11
V$LOGSTDBY_STATS view, 9-13,14-3
VSMANAGED_STANDBY view, 6-7,14-3
V$RECOVER_FILE view, 8-32
V$SESSION view, A-6, A-8
V$STANDBY_LOG view, 14-3
V$THREAD view, 8-32
VALID_FOR attribute
defining role-based destinations, 7-10
examples, 5-22
format for keywords, 12-51
LOG_ARCHIVE_DEST _n initialization
parameter, 12-50
overview, 5-21
values and role-based conditions, 12-51
verifying, 10-9
validating
redo data, 1-12
VERIFY attribute
LOG_ARCHIVE_DEST_n initialization
parameter, 12-53
verifying
contents of archived redo log files, 12-53
logical standby databases, 4-17
physical standby databases, 3-14
role-based destination settings, 10-9
standby redo log groups, 5-29
versions
upgrading Oracle database software, 9-18
views, 8-34,14-1
DBA_LOGSTDBY_EVENTS, 9-10, 14-1, A-11
DBA_LOGSTDBY_LOG, 6-13,10-20, 14-1
DBA_LOGSTDBY_NOT_UNIQUE, 4-6,14-1
DBA_LOGSTDBY_PARAMETERS, 14-1

DBA_LOGSTDBY_PROGRESS, 6-14, 9-14, 14-1

DBA_LOGSTDBY_SKIP, 14-1

DBA_LOGSTDBY_SKIP_TRANSACTION, 14-1
DBA_LOGSTDBY_UNSUPPORTED, 4-3,14-1

DBA_TABLESPACES, 8-32
GVS$INSTANCE, B-9
V$ARCHIVE_DEST, 5-43,10-35, 14-2, A-3
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V$ARCHIVE_DEST_STATUS, 5-43,6-8, 14-2
V$ARCHIVE_GAP, 14-2
V$ARCHIVED_LOG, 5-33,5-43, 6-8, 10-43, 14-2
V$DATABASE, 14-2
V$DATABASE_INCARNATION, 14-2
V$DATAFILE, 10-37,10-39, 14-2
V$DATAGUARD_CONFIG, 14-2
V$DATAGUARD_STATUS, 6-9, 14-2
V$LOG, 5-43,14-2

V$LOG_HISTORY, 6-9,8-37, 14-3
V$LOGFILE, 14-2

V$LOGSTDBY, 9-12, 14-3
V$LOGSTDBY_STATS, 9-13,14-3
V$MANAGED_STANDBY, 6-7,14-3
V$RECOVER_FILE, 8-32

V$SESSION, A-6, A-8

V$STANDBY_LOG, 5-29, 14-3
V$THREAD, 8-32

wait events, 5-44

for standby destinations, 5-44
monitoring the performance of the log transport
modes, 5-44

zero data loss

See no data loss

zero downtime instantiation

logical standby databases, 4-7
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